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TUESDAY’S LECTURE

➤ We discussed the “Master” formula  

➤ and its main inputs 

➤ the strong coupling αs 

➤ Parton Distribution Functions (PDFs) 

➤ Today: we discuss the actual scattering cross section

2

8 1. Quantum chromodynamics

The PDFs’ resulting dependence on µF is described by the Dokshitzer-Gribov-Lipatov-
Altarelli-Parisi (DGLAP) equations [43], which to leading order (LO) read∗
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in Sec. 16 of this Review, while results up to NLO, α2s, and NNLO, α3s , are given in Refs.
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As with the renormalization scale, the choice of factorization scale is arbitrary, but
if one has an infinite number of terms in the perturbative series, the µF -dependences
of the coefficient functions and PDFs will compensate each other fully. Given only N
terms of the series, a residual O(αN+1

s ) uncertainty is associated with the ambiguity in
the choice of µF . As with µR, varying µF provides an input in estimating uncertainties
on predictions. In inclusive DIS predictions, the default choice for the scales is usually
µR = µF = Q.

As is the case for the running coupling, in DGLAP evolution one can introduce flavor
thresholds near the heavy quark masses: below a given heavy quark’s mass, that quark
is not considered to be part of the proton’s structure, while above it is considered to
be part of the proton’s structure and evolves with massless DGLAP splitting kernels.
With appropriate parton distribution matching terms at threshold, such a variable flavor
number scheme (VFNS), when used with massless coefficient functions, gives the full
heavy-quark contributions at high Q2 scales. For scales near the threshold, it is instead
necessary to appropriately adapt the standard massive coefficient functions to account for
the heavy-quark contribution already included in the PDFs [46,47,48].

Hadron-hadron collisions. The extension to processes with two initial-state hadrons
can be illustrated with the example of the total (inclusive) cross section for W boson
production in collisions of hadrons h1 and h2, which can be written as
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∗ LO is generally taken to mean the lowest order at which a quantity is non-zero. This
definition is nearly always unambiguous, the one major exception being for the case of the
hadronic branching ratio of virtual photons, Z, τ , etc., for which two conventions exist:
LO can either mean the lowest order that contributes to the hadronic branching fraction,
i.e. the term “1” in Eq. (1.7); or it can mean the lowest order at which the hadronic
branching ratio becomes sensitive to the coupling, n = 1 in Eq. (1.8), as is relevant when
extracting the value of the coupling from a measurement of the branching ratio. Because
of this ambiguity, we avoid use of the term “LO” in that context.
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the hard cross section
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INGREDIENTS FOR A CALCULATION (generic 2→2 process)
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INGREDIENTS FOR A CALCULATION (generic 2→2 process)
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EXAMPLE SERIES #1
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�(e+e� ! hadrons)

�(e+e� ! µ+µ�
)

=

= R0

�
1 + 0.32↵s + 0.14↵2

s � 0.47↵3
s � 0.59316↵4

s + · · ·
�

[↵s ⌘ ↵s(
p
se+e�)]

Baikov et al., 1206.1288  
(numbers for γ-exchange only) 

This is one of  the few quantities calculated to N4LO 

Good convergence of  the series at every order  
(at least for αs(MZ) = 0.118)



EXAMPLE SERIES #2

7

�(pp ! H) = (961 pb)⇥⇥(↵2
s + 10.4↵3

s + 38↵4
s + 48↵5

s + · · · )

↵s ⌘ ↵s(MH/2)
p
spp = 13TeV

Anastasiou et al., 1602.00695 (ggF, hEFT)

pp→H (via gluon fusion) is one of  only two  
hadron-collider processes known at N3LO  

(the other is pp→H via weak-boson fusion) 

The series does not converge well  
(explanations for why are only moderately convincing)



SCALE DEPENDENCE

➤ On previous page, we wrote the series in terms of powers of 
αs(MH/2) 

➤ But we are free to rewrite it in terms of αs(μ) for any choice  
of “renormalisation scale” μ.
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scale dependence (an intrinsic uncertainty)  
gets reduced as you go to higher order



Convention: “theory uncertainty” (i.e. from missing higher 
orders) is estimated by change of  cross section when 

varying μ in range 1/2 → 2 around central value 13
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Scale dependence as the “THEORY UNCERTAINTY”

Here, only the renorm. scale 
μ has been varied. In real life 
you need to change renorm. 
and factorisation scales.
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Higgs cross section (EFT)



WHAT DO WE KNOW?

➤ LO: almost any process  (with MadGraph, ALPGEN, etc.) 

➤ NLO: most processes (with MCFM, NLOJet++, MG5_aMC@NLO,  
 Blackhat/NJet/Gosam/etc.+Sherpa) 

➤ NNLO: all 2→1 and many 2→2 (but not dijets) 
(DY/HNNLO, FEWZ, MATRIX, MCFM & private codes) 

➤ N3LO: pp → Higgs via gluon fusion and weak-boson fusion 
both in approximations (EFT, QCD1×QCD2) 

➤ NLO EW corrections, i.e. relative αEW rather than αs: 
            most 2→1 and many 2→2  

15



the real world?
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GLUON EMISSION FROM A QUARK

p

kEE

   

E
θ

Consider an emission with 
➤ energy E ≪ √s (“soft”) 
➤ angle θ ≪ 1  

(“collinear” wrt quark) 
Examine correction to 
some hard process with 
cross section σ0 

σ0

d� ' �0 ⇥
2↵sCF

⇡

dE

E

d✓

✓

This has a divergence when E→0 or θ→0  
[in some sense because of quark propagator going on-shell]

17



How come we get finite cross sections?
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σ0

p

kEE

   

E
θ

σ0

REAL

VIRTUAL

Divergences are present 
in both real and virtual 
diagrams. 

If you are “inclusive”, 
i.e. your measurement 
doesn’t care whether a 
soft/collinear gluon has 
been emitted then the 
real and virtual 
divergences cancel.

���2↵sCF

⇡

dE

E

d✓

✓

+++
2↵sCF

⇡

dE

E

d✓

✓



this is called a “double logarithm”  
[it crops up all over the place in QCD]

Suppose we’re not inclusive — e.g. calculate probability of emitting a gluon

19

Probability Pg of emitting gluon from a quark with energy Q: 
 
 
 
This diverges unless we cut off the integral for transverse 
momenta (pT ≃ E θ) below some non-perturbative threshold Q0. 

On the grounds that perturbation theory doesn’t apply for pT ~ ΛQCD 
language of quarks and gluons becomes meaningless  

With this cutoff, the result is 

Pg ' 2↵sCF

⇡

Z Q dE

E

Z 1 d✓

✓
⇥(E✓ > Q0)

Pg ' ↵sCF

⇡
ln2

Q

Q0
+O (↵s lnQ)



This is supposed to be an O(αs) correction. 

But the final result ~ 1/αs 

QCD hates to not emit gluons!

Suppose we’re not inclusive — e.g. calculate probability of emitting a gluon
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Suppose we take Q0 ~ ΛQCD, what do we get? 
Let’s use αs = αs(Q) = 1/(2b ln Q/Λ) 

[Actually over most of integration range this is optimistically small]  
 
 

 
Put in some numbers: Q = 100 GeV, ΛQCD ≃ 0.2 GeV, CF=4/3, b ≃ 0.6

Pg ' ↵sCF

⇡
ln2

Q

Q0
! CF

2b⇡
ln

Q

⇤QCD
! CF

4b2⇡ ↵s

Pg ' 2.2



Picturing a QCD event
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q

q

Start off with a qqbar system



Picturing a QCD event
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q

q

a gluon gets emitted at small angles



Picturing a QCD event
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q

q

it radiates a further gluon



Picturing a QCD event
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q

q

and so forth



Picturing a QCD event
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q

q

meanwhile the same happened on the other side



Picturing a QCD event
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q

q

then a non-perturbative transition occurs



Picturing a QCD event
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q

q

π, K, p, ...

giving a pattern of hadrons that “remembers” the gluon branching  
(hadrons mostly produced at small angles wrt qqbar directions — two “jets”)



resummation  
and parton showers

the previous slides applied in practice
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Resummation

➤ It’s common to ask questions like “what is the probability that a 
Higgs boson is produced with transverse momentum < pT” 

➤ Answer is given (~) by a “Sudakov form factor”, i.e. the 
probability of not emitting any gluons with transverse 
momentum > pT. 

➤ when pT is small, the logarithm is large and compensates for 
the smallness of αs — so you need to resum log-enhanced 
terms to all orders in αs.
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P (Higgs trans.mom. < pT ) ' exp


�2↵sCA

⇡
ln2

MH

pT

�



What do we know about resummation?

➤ You’ll sometimes see mention of “NNLL” or similar 

➤ This means next-next-to-leading logarithmic 

➤ Leading logarithmic (LL) means you sum all terms with  
p=n+1 (for n=1…∞) in 

➤ NLL: all terms with p=n (for n=1…∞) 

➤ NNLL: all terms with p=n–1 (for n=1…∞) 
In real life, the function that appears in the resummation  

is sometimes instead a Fourier or Mellin transform of an exponential 
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Resummation of Higgs pT spectrum
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Figure 1: Transverse momentum spectrum for the H → γγ signal at the LHC for mH = 125 GeV,
obtained at NNLL+NNLO with HRes compared to the corresponding result from HqT. The result
from HqT is multiplied by the branching ratio BR(H → γγ) = 2.245× 10−3 [45].

As an example, we apply the following cuts on the photons. For each event, we classify the
photon transverse momenta according to their minimum and maximum value, pTmin and pTmax .
The photons are required to be in the central rapidity region, |η| < 2.5, with pTmin > 25 GeV and
pTmax > 40 GeV. Note that an isolation cut on the photons is generally required. For example, a
standard isolation is to require the total transverse energy in a cone of a given radius R around
each photon to be smaller than a fraction of the photon pT . Such cuts cannot be taken into account
in our resummed calculation, since we are inclusive over the QCD radiation recoiling against the
Higgs boson. Their effect can be estimated with the HNNLO code and turns out to be rather small.

Cross section NLO NLL+NLO NNLO NNLL+NNLO

Total [fb] 30.65 ± 0.01 30.79 ± 0.03 38.47 ± 0.15 38.41 ± 0.06
With cuts [fb] 21.53 ± 0.02 21.55 ± 0.01 27.08 ± 0.08 26.96 ± 0.04
Efficiency [%] 70.2 70.0 70.4 70.2

Table 1: Fixed order and resummed cross sections for pp → H +X → γγ +X at the LHC, before
and after geometrical acceptance cuts.

We recall that the resummation does not affect the total cross section for the Higgs boson
production, but when geometrical cuts are applied, their effect can act in a different way on fixed
order and resummed calculations. In Table 1 we compare the accepted cross sections, obtained
by the fixed order and resummed calculations, and the corresponding efficiencies. The numerical
errors estimate the statistical uncertainty of the Monte Carlo integration. Comparing resummed
and fixed order predictions, we see that there are no substantial differences on the accepted cross

8

Resummation is essential to 
predict small-pT region (where 
you have most of the events)

This kind of 
resummation is an 
input to nearly all 
LHC Higgs studies

de Florian et al  
1203.6321
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8

Resummation is essential to 
predict small-pT region (where 
you have most of the events)

This kind of 
resummation is an 
input to nearly all 
LHC Higgs studies

de Florian et al  
1203.6321

This is resummation of  a kinematic variable — can usually 
be made robust by examining region with pT ≪ mH 

Another kind of resummation is threshold resummation, of logs of  
τ = (1 – M2/s). For many applications (ttbar, Higgs) it’s debated whether τ is 

small enough for resummation to bring genuine information



very similar to radioactive decay, with time ~ 1/pT 
and a decay rate ~ pT log 1/pT

resummation v. parton showers (the basic idea)

➤ a resummation predicts one observable to high accuracy 
➤ a parton shower takes the same idea of a Sudakov form factor 

and uses it to generate emissions 
➤ from probability of not emitting gluons above a certain pT, you 

can deduce pT distribution of first emission 
1. use a random number generator (r) to sample that pT 

distribution 
 
 

2. repeat for next emission, etc., until pT falls below some non-
perturbative cutoff
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deduce pT by solving r = exp

"
�2↵sCA

⇡
ln

2

p2T,max

p2T

#



#!/usr/bin/env python 
# an oversimplified (QED-like) parton shower 
# for Zuoz lectures (2016) by Gavin P. Salam 
from random import random 
from math import pi, exp, log, sqrt 

ptHigh = 100.0 
ptCut  = 1.0 
alphas = 0.12 
CA=3 

def main(): 
    for iev in range(0,10): 
        print "\nEvent", iev 
        event() 

def event(): 
    # start with maximum possible value of Sudakov 
    sudakov  = 1 
    while (True): 
        # scale it by a random number  
        sudakov *= random() 
        # deduce the corresponding pt 
        pt = ptFromSudakov(sudakov) 
        # if pt falls below the cutoff, event is finished 
        if (pt < ptCut): break 
        print "  primary emission with pt = ", pt 

def ptFromSudakov(sudakovValue): 
    """Returns the pt value that solves the relation  
       Sudakov = sudakovValue (for 0 < sudakovValue < 1) 
    """ 
    norm = (2*CA/pi) 
    # r = Sudakov = exp(-alphas * norm * L^2) 
    # --> log(r) = -alphas * norm * L^2 
    # --> L^2 = log(r)/(-alphas*norm) 
    L2 = log(sudakovValue)/(-alphas * norm) 
    pt = ptHigh * exp(-sqrt(L2)) 
    return pt 
     
main()

A toy shower            https://github.com/gavinsalam/zuoz2016-toy-shower  
(fixed coupling, primary branching only, only pT, no energy conservation, no PDFs, etc.)
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% python ./toy-shower.py              

Event 0 
  primary emission with pt =  58.4041962726 
  primary emission with pt =  3.61999582015 
  primary emission with pt =  2.31198814996 

Event 1 
  primary emission with pt =  32.1881228375 
  primary emission with pt =  10.1818306204 
  primary emission with pt =  10.1383134201 
  primary emission with pt =  7.24482350383 
  primary emission with pt =  2.35709074796 
  primary emission with pt =  1.0829758034 

Event 2 
  primary emission with pt =  64.934992001 
  primary emission with pt =  16.4122436094 
  primary emission with pt =  2.53473253194 

Event 3 
  primary emission with pt =  37.6281171491 
  primary emission with pt =  22.7262873764 
  primary emission with pt =  12.0255817868 
  primary emission with pt =  4.73678636215 
  primary emission with pt =  3.92257832288 

Event 4 
  primary emission with pt =  21.5359449851 
  primary emission with pt =  4.01438733798 
  primary emission with pt =  3.33902663941 
  primary emission with pt =  2.02771620824 
  primary emission with pt =  1.05944759028 

. . .

https://github.com/gavinsalam/zuoz2016-toy-shower
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% python ./toy-shower.py              

Event 0 
  primary emission with pt =  58.4041962726 
  primary emission with pt =  3.61999582015 
  primary emission with pt =  2.31198814996 

Event 1 
  primary emission with pt =  32.1881228375 
  primary emission with pt =  10.1818306204 
  primary emission with pt =  10.1383134201 
  primary emission with pt =  7.24482350383 
  primary emission with pt =  2.35709074796 
  primary emission with pt =  1.0829758034 

Event 2 
  primary emission with pt =  64.934992001 
  primary emission with pt =  16.4122436094 
  primary emission with pt =  2.53473253194 

Event 3 
  primary emission with pt =  37.6281171491 
  primary emission with pt =  22.7262873764 
  primary emission with pt =  12.0255817868 
  primary emission with pt =  4.73678636215 
  primary emission with pt =  3.92257832288 

Event 4 
  primary emission with pt =  21.5359449851 
  primary emission with pt =  4.01438733798 
  primary emission with pt =  3.33902663941 
  primary emission with pt =  2.02771620824 
  primary emission with pt =  1.05944759028 

. . .

Exercise: replace CA=3 (emission from gluons)  
with CF=4/3 (emission from quarks)  

and see how pattern of  emissions changes  
(multiplicity, pT of  hardest emission, etc.)

https://github.com/gavinsalam/zuoz2016-toy-shower


A real-world shower (Herwig)
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QCD lecture 2 (p. 15)

Parton showers An example

3. Herwig “dresses” it with initial and final-state showers



real-world Monte Carlo parton shower programs

➤ Pythia, Herwig, Sherpa  
(each has one or more formulations of a parton shower) 

➤ Sudakov approximation is not accurate for high-pT emissions, 
and intrinsic accuracy of cross sections is LO 

➤ showers combined with NLO through tools like MC@NLO 
or POWHEG  
(NNLO matching is a research topic with first tools 
available) 

➤ Full matrix elements for hard emissions included through 
methods like MLM, CKKW, FxFx, Sherpa “merging” or 
through Vincia or MiNLO techniques
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hadronisation & MPI
essential models for realistic events
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QCD lecture 2 (p. 16)

Parton showers Hadronisation Models

String Fragmentation
(Pythia and friends)

Cluster Fragmentation
(Herwig)

Pictures from ESW book

two main models for the parton–hadron transition (“hadronisation”)
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(& Sherpa)



multi-parton interactions (MPI, a.k.a. underlying event)
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(a) Sketch of cluster classes in a simple pp
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(b) Contributions of the cluster classes to the invariant
cluster mass distribution in soft-inclusive pp collisions
at 7 TeV.

Figure 1: Classification of clusters in hadron collision events.

combine partons generated perturbatively in di↵erent subprocesses. These clusters are labelled
as i-type. The remaining clusters, which we call n-type, contain one parton which was created
non-perturbatively, i.e. during the extraction of partons from the hadrons or in soft scatters.
Using this classification, we see in Fig. 1b that n-type clusters contribute most to the high-mass
tail in the invariant mass distribution of the clusters. This observation is easily interpreted:
The non-perturbative extraction of the partons from the protons, denoted by the grey-shaded
area in Fig. 1a, may yield colour connections between partons which are distant in momentum
space and thus have large invariant masses. To restore the physical picture of preconfinement,
a colour reconnection model must be applied which helps to avoid these heavy clusters.

2 Colour reconnection models

A colour reconnection model has been included in Herwig++ as of version 2.5 [13]. This model
iterates over all cluster pairs in a random order. Whenever a swap of colours is preferable,
i.e. when the new cluster masses are smaller, this is done with a given probability, which is the
only model parameter. This plain model has shown to give the desired results. As the clusters
are presented to the model only in a given sequence, though, it is hard to assess which clusters
are a↵ected and to what extent the sequence is physically relevant.

For these reasons, we implemented another CR model, which adopts the Metropolis [14]
and the Simulated-Annealing algorithm [15]. The statistical colour reconnection model has
been implemented as of Herwig++ 2.6 [16] and is discussed in detail in Ref. [10]. The new CR

model reduces the colour length � ⌘
PNcl

i=1 m
2
i statistically, where Ncl is the number of clusters

in an event and mi is the invariant mass of cluster i.
For both the plain and the statistical CR model we observe an extreme drop in the colour

length, �if ⌘ 1��final/�init, as shown in Fig. 2a. Here, �init and �final denote the colour length
� before and after the colour reconnection procedure, respectively. The change in the cluster
mass spectrum is directly visible in Fig. 2b. For these plots, a set of typical values for the model
parameters was used, which we obtained from tunes to experimental data.

2 DIS 2012

Allow 2→2 scatterings of  
multiple other partons in 

the incoming protons

taken from  
1206.2205 

taken from  
R. Field 



jets
i.e. how we make 

sense of the hadronic 
part of events
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WHY DO WE SEE JETS?
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Why do we see jets? Parton fragmentation[Introduction]

[Background knowledge]
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High-energy partons unavoidably lead to
collimated bunches of hadrons

Gavin Salam (CERN) Jets and jet substructure (1) June 2013 3 / 35
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While you can see jets with your eyes, to do quantitative 
physics, you need an algorithmic procedure that defines what 

exactly a jet is



make a choice, specify a Jet Definition
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{pi} {jk}
jet definition

particles,
4-momenta,

calorimeter towers, ....

jets

• Which particles do you put together into a same jet? 
• How do you recombine their momenta  

(4-momentum sum is the obvious choice, right?)

“Jet [definitions] are legal contracts between theorists and experimentalists’’ 
-- MJ Tannenbaum

They’re also a way of organising the information in an event
1000’s of particles per events, up to 20.000,000 events per second



what should a jet definition achieve?
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Jets as projections[Introduction]

[Background knowledge]

jet 1 jet 2

LO partons

Jet Def n

jet 1 jet 2

Jet Def n

NLO partons

jet 1 jet 2

Jet Def n

parton shower

jet 1 jet 2

Jet Def n

hadron level

π π

K
p φ

Projection to jets should be resilient to QCD effects

Gavin Salam (CERN) Jets and jet substructure (1) June 2013 8 / 35

projection to jets should be resilient to QCD effects



the main jet algorithm at the LHC
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Two parameters, R and pt,min 
(These are the two parameters in essentially every widely 
used hadron-collider jet algorithm) 

Sequential recombination algorithm 
1. Find smallest of dij, diB 

2.  If ij, recombine them 
3.  If iB, call i a jet and remove from list of particles 
4.  repeat from step 1 until no particles left 

 Only use jets with pt > pt,min
anti-kt algorithm 

Cacciari, GPS & Soyez, 0802.1189

�R2
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anti-kt in action
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anti-kt in action
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Anti-kt gives 
circular jets  
(“cone-like”) 

in a way that’s 
infrared safe
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conclusions
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ATLAS H →WW* ANALYSIS [1604.02997]
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A three-level trigger system reduces the event rate to about 400 Hz [21]. The Level-1 trigger is imple-
mented in hardware and uses a subset of detector information to reduce the event rate to a design value
of at most 75 kHz. The two subsequent trigger levels, collectively referred to as the High-Level Trigger
(HLT), are implemented in software.

3 Signal and background models

The ggF and VBF production modes for H ! WW⇤ are modelled at next-to-leading order (NLO) in the
strong coupling ↵S with the PowhegMC generator [22–25], interfaced with Pythia8 [26] (version 8.165)
for the parton shower, hadronisation, and underlying event. The CT10 [27] PDF set is used and the para-
meters of the Pythia8 generator controlling the modelling of the parton shower and the underlying event
are those corresponding to the AU2 set [28]. The Higgs boson mass set in the generation is 125.0 GeV,
which is close to the measured value. The Powheg ggF model takes into account finite quark masses
and a running-width Breit–Wigner distribution that includes electroweak corrections at NLO [29]. To im-
prove the modelling of the Higgs boson pT distribution, a reweighting scheme is applied to reproduce the
prediction of the next-to-next-to-leading-order (NNLO) and next-to-next-to-leading-logarithm (NNLL)
dynamic-scale calculation given by the HRes 2.1 program [30]. Events with � 2 jets are further reweighted
to reproduce the pH

T spectrum predicted by the NLO Powheg simulation of Higgs boson production in as-
sociation with two jets (H + 2 jets) [31]. Interference with continuum WW production [32, 33] has a
negligible impact on this analysis due to the transverse-mass selection criteria described in Section 4 and
is not included in the signal model.

The inclusive cross sections at
p

s = 8 TeV for a Higgs boson mass of 125.0 GeV, calculated at NNLO+NNLL
in QCD and NLO in the electroweak couplings, are 19.3 pb and 1.58 pb for ggF and VBF respect-
ively [34]. The uncertainty on the ggF cross section has approximately equal contributions from QCD
scale variations (7.5%) and PDFs (7.2%). For the VBF production, the uncertainty on the cross section
is 2.7%, mainly from PDF variations. The WH and ZH processes are modelled with Pythia8 and norm-
alised to cross sections of 0.70 pb and 0.42 pb respectively, calculated at NNLO in QCD and NLO in the
electroweak couplings [34]. The uncertainty is 2.5% on the WH cross section and 4.0% on the ZH cross
section.

For all of the background processes, with the exception of W + jets and multijet events, MC simulation
is used to model event kinematics and as an input to the background normalisation. The W + jets and
multijet background models are derived from data as described in Section 5. For the dominant WW and
top-quark backgrounds, the MC generator is Powheg +Pythia6 [35] (version 6.426), also with CT10 for
the input PDFs. The Perugia 2011 parameter set is used for Pythia6 [36]. For the WW background with
Njet � 2, to better model the additional partons, the Sherpa [37] program (version 1.4.3) with the CT10
PDF set is used. The Drell–Yan background, including Z/�⇤ ! ⌧⌧, is simulated with the Alpgen [38]
program (version 2.14). It is interfaced with Herwig [39] (version 6.520) with parameters set to those of
the ATLAS Underlying Event Tune 2 [40] and uses the CTEQ6L1 [41] PDF set. The same configuration
is applied for W� events. Events in the Z/�⇤ sample are reweighted to the MRSTmcal PDF set [42]. For
the W�⇤ and Z/� backgrounds, the Sherpa program is used, with the same version number and PDF set
as the WW background with � 2 jets. Additional diboson backgrounds, from WZ and ZZ, are modelled
using Powheg +Pythia8.

For all MC samples, the ATLAS detector response is simulated [43] using either Geant4 [44] or Geant4
combined with a parameterised Geant4-based calorimeter simulation [45]. Multiple proton–proton (pile-

5

up) interactions are modelled by overlaying minimum-bias interactions generated using Pythia8. Further
detail of all MC generators and cross sections used is given in Ref. [19].

4 Event selection

This section describes the reconstruction-level definition of the signal region. The definition of physics
objects reconstructed in the detector follows that of Ref. [19] exactly and is summarised here. All objects
are defined with respect to a primary interaction vertex, which is required to have at least three associated
tracks with pT � 400 MeV. If more than one such vertex is present, the one with the largest value ofP

(p2
T), where the sum is over all tracks associated with that vertex, is selected as the primary vertex.

4.1 Object reconstruction and identification

Electron candidates are built from clusters of energy depositions in the EM calorimeter with an associ-
ated well-reconstructed track. They are required to have ET > 10 GeV, where the transverse energy ET is
defined as E sin(✓). Electrons reconstructed with | ⌘ |< 2.47 are used, excluding 1.37< | ⌘ |< 1.52, which
corresponds to the transition region between the barrel and the endcap calorimeters. Additional identi-
fication criteria are applied to reject background, using the calorimeter shower shape, the quality of the
match between the track and the cluster, and the amount of transition radiation emitted in the ID [46–48].
For electrons with 10 GeV < ET < 25 GeV, a likelihood-based electron selection at the “very tight” oper-
ating point is used for its improved background rejection. For ET > 25 GeV, a more e�cient “medium”
selection is used because background is less of a concern. The e�ciency of these requirements varies
strongly as a function of ET, starting from 65–70% for ET < 25 GeV, jumping to about 80% with the
change in identification criteria at ET = 25 GeV, and then steadily increasing as a function of ET [47].

Muon candidates are selected from tracks reconstructed in the ID matched to tracks reconstructed in
the muon spectrometer. Tracks in both detectors are required to have a minimum number of hits to
ensure robust reconstruction. Muons are required to have | ⌘ |< 2.5 and pT > 10 GeV. The reconstruction
e�ciency is between 96% and 98%, and stable as a function of pT [49].

Additional criteria are applied to electrons and muons to reduce backgrounds from non-prompt leptons
and electromagnetic signatures produced by hadronic activity. Lepton isolation is defined using track-
based and calorimeter-based quantities. All isolation variables used are normalised relative to the trans-
verse momentum of the lepton, and are optimised for the H!WW⇤! e⌫µ⌫ analysis, resulting in stricter
criteria for better background rejection at lower pT and looser criteria for better e�ciency at higher pT.
Similarly, requirements on the transverse impact-parameter significance d0/�d0 and the longitudinal im-
pact parameter z0 are made. The e�ciency of the isolation and impact-parameter requirements for elec-
trons satisfying all of the identification criteria requirements ranges from 68% for 10 GeV < ET < 15 GeV
to greater than 90% for electrons with ET > 25 GeV. For muons, the equivalent e�ciencies are 60–
96%.

Jets are reconstructed from topological clusters of calorimeter cells [50–52] using the anti-kt algorithm
with a radius parameter of R = 0.4 [53]. Jet energies are corrected for the e↵ects of calorimeter non-
compensation, signal losses due to noise threshold e↵ects, energy lost in non-instrumented regions, con-
tributions from in-time and out-of-time pile-up, and the position of the primary interaction vertex [50,
54]. Subsequently, the jets are calibrated to the hadronic energy scale [50, 55]. To reduce the chance of
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in these two lectures we’ve seen a 
good part of the tools used at LHC



CONCLUSIONS

➤ A huge number of ingredients goes into hadron-collider 
predictions and studies (αs, PDFs, matrix elements, 
resummation, parton showers, non-perturbative models, jet 
algorithms, etc.) 

➤ a key idea is the separation of time scales (“factorisation”) 

➤ short timescales: the hard process 

➤ long timescales: hadronic physics 

➤ in between: parton showers, resummation, DGLAP 

➤ as long as you ask the right questions (e.g. look at jets, not 
individual hadrons), you can exploit this separation for 
quantitative, accurate, collider physics
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GLUON V. HADRON MULTIPLICITY
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QCD lecture 2 (p. 10)

Soft-collinear implications

How many gluons are emitted?
Gluon v. hadron multiplicity

It turns out you can calculate the gluon
multiplicity analytically, by summing all or-
ders (n) of perturbation theory:

⟨Ng ⟩ ∼
∑

n

1

(n!)2

(

CA

πb
ln

Q

Λ

)n

∼ exp

√

4CA

πb
ln

Q

Λ

Compare to data for hadron multiplicity
(Q ≡

√
s)

Including some other higher-order terms

and fitting overall normalisation

Agreement is amazing!

charged hadron multiplicity

in e+e− events

adapted from ESW
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NNLO hadron-collider calculations v. time
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explosion of calculations  
in past 18 months

 let me know of any significant omissions
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f(z) is some function with finite limit for z ! 0

“SLICING”

� =

✓
c� ln

1

cut

◆
· f(0) +

Z 1

cut
dz

f(z)

z

virtual & counterterm:  
get from soft-collinear  

resummation

real part:  
use MC integration  
(cut has to be small,  
but not too small)

qT-subtraction: Catani, Grazzini 
N-jettiness subtraction: Boughezal, Focke, Liu, Petriello; Gaunt, Stahlhofen, Tackmann, Walsh 
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f(z) is some function with finite limit for z ! 0

LOCAL SUBTRACTION

� = c · f(0) +
Z 1

0
dz


f(z)

z
� f(0)

z

�

virtual & counterterm:  
may need (tough)  

analytic calcn 

real part:  
MC integration is finite  

 even without cut

Sector decomposition: Anastasiou, Melnikov, Petriello; Binoth, Heinrich  
Antennae subtraction: Kosower; Gehrmann, Gehrmann-de Ridder, Glover  
Sector-improved residue subtraction: Czakon; Boughezal, Melnikov, Petriello  
CoLorFul subtraction: Del Duca, Somogyi, Trocsanyi  
Projection-to-Born: Cacciari, Dreyer, Karlberg, GPS, Zanderighi 
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For many processes NNLO scale band is ~±2%  
But only in 3/17 cases is NNLO (central) within NLO scale band…
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For many processes NNLO scale band is ~±2%  
But only in 3/17 cases is NNLO (central) within NLO scale band…
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dijets O(3%) gluon-gluon, gluon-quark PDFs, strong couplings, BSM

H+0 jet O(3-5 %) fully inclusive (N3LO ) Higgs couplings

H+1 jet O(7%) fully exclusive; Higgs 
decays, infinite mass tops

Higgs couplings, Higgs pt, structure for the 
ggH vertex.

tT pair O(4%) fully exclusive, stable tops top cross section, mass, pt, FB asymmetry, 
PDFs, BSM

single top O(1%) fully exclusive, stable tops, 
t-channel Vtb, width, PDFs

WBF O(1%) exclusive, VBF cuts Higgs couplings

W+j O(1%) fully exclusive, decays PDFs

Z+j O(1-3%) decays, off-shell effects PDFs

ZH O(3-5 %) decays to bb at NLO Higgs couplings (H-> bb)

ZZ O(4%) fully exclusive Trilinear gauge couplings, BSM

WW O(3%) fully inclusive Trilinear gauge couplings, BSM

top decay O(1-2 %) exclusive Top couplings

H -> bb O(1-2 %) exclusive, massless Higgs couplings, boosted

Processes currently known through NNLO

Saturday, February 27, 16

K. Melnikov @ KITPdone ~ in past year
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Higgs via  
gluon fusion

Higgs via  
weak-boson 

fusion
PDFs?



VBF converges much faster than ggF 

But both calcns share feature that NNLO fell outside NLO scale band,  
while N3LO (with good central scale choice) is very close to NNLO

N3LO CONVERGENCE?
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Figure 2: E↵ective theory production cross section of a scalar particle of mass mS 2 [50, 150] GeV
through increasing orders in perturbation theory. For further details see the caption of Fig. 1.

mass around 770 GeV. This feature is not shared with individual PDF sets. We therefore

use, conservatively, the envelope of CT14, NNPDF30 and PDF4LHC, which leads to an

uncertainty due to the lack of N3LO parton densities at the level of 0.9%� 3% for scalars

in the range 50 GeV�3 TeV. This uncertainty remains of the order of a few percent also

at lower masses, but it increases rapidly to O(10%) for mS . 20 GeV.

We present the cross section values and uncertainties for this range of scalar masses in

Appendix A. In particular, in Tab. 6 we focus on the range between 730 and 770 GeV.

3. Finite width e↵ects and the line-shape

The results of the previous section hold formally only when the width of the scalar is set to

zero. In many beyond the Standard Model (BSM) scenarios, however, finite-width e↵ects

cannot be neglected. In this section we present a way to include leading finite-width e↵ects

into our results, in the case where the width is not too large compared to the mass.

The total cross section for the production of a scalar boson of total width �S can be

obtained from the cross section in the zero-width approximation via a convolution

�S(mS ,�S ,⇤UV) =

Z
dQ2Q�S(Q)

⇡

�S(Q,�S = 0,⇤UV)

(Q2 �m2
S)

2 +m2
S�

2(mS)
+O (�S(mS)/mS) , (3.1)

where Q is the virtuality of the scalar particle. This expression is accurate at leading order

in �S(mS)/mS . For large values of the width relative to the mass, subleading corrections

– 6 –
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FIG. 4. Cross section as a function of center-of-mass energy (left), Higgs transverse momentum distribution (center) and Higgs
rapidity distribution (right).

�(13 TeV) [pb] �(14 TeV) [pb] �(100 TeV) [pb]

LO 4.099+0.051
�0.067 4.647+0.037

�0.058 77.17+6.45
�7.29

NLO 3.970+0.025
�0.023 4.497+0.032

�0.027 73.90+1.73
�1.94

NNLO 3.932+0.015
�0.010 4.452+0.018

�0.012 72.44+0.53
�0.40

N3LO 3.928+0.005
�0.001 4.448+0.006

�0.001 72.34+0.11
�0.02

TABLE I. Inclusive cross sections at LO, NLO, NNLO and
N3LO for VBF Higgs production. The quoted uncertainties
correspond to scale variations Q/2 < µR, µF < 2Q, while
statistical uncertainties are at the level of 0.2h.

order in QCD, where we observe again a large reduction
of the theoretical uncertainty at N3LO.

A comment is due on non-factorisable QCD correc-
tions. Indeed, for the results presented in this letter, we
have considered VBF in the usual DIS picture, ignor-
ing diagrams that are not of the type shown in figure 1.
These e↵ects neglected by the structure function approx-
imation are known to contribute less than 1% to the total
cross section at NNLO [7]. The e↵ects and their relative
corrections are as follows:

• Gluon exchanges between the upper and lower ha-
dronic sectors, which appear at NNLO, but are
kinematically and colour suppressed. These contri-
butions along with the heavy-quark loop induced
contributions have been estimated to contribute at
the permille level [7].

• t-/u-channel interferences which are known to con-
tribute O(5h) at the fully inclusive level and
O(0.5h) after VBF cuts have been applied [10].

• Contributions from s-channel production, which
have been calculated up to NLO [10]. At the inclu-
sive level these contributions are sizeable but they
are reduced to O(5h) after VBF cuts.

• Single-quark line contributions, which contribute to
the VBF cross section at NNLO. At the fully inclu-
sive level these amount to corrections of O(1%) but
are reduced to the permille level after VBF cuts
have been applied [11].

• Loop induced interferences between VBF and
gluon-fusion Higgs production. These contribu-
tions have been shown to be much below the per-
mille level [36].

Furthermore, for phenomenological applications, one
also needs to consider NLO electroweak e↵ects [10], which
amount to O(5%) of the total cross section. We leave a
detailed study of non-factorisable and electroweak e↵ects
for future work. The code used for this calculation will
be published in the near future [37].
In this letter, we have presented the first N3LO calcula-

tion of a 2 ! 3 hadron-collider process, made possible by
the DIS-like factorisation of the process. This brings the
precision of VBF Higgs production to the same formal ac-
curacy as was recently achieved in the gluon-gluon fusion
channel in the heavy top mass approximation [12]. The

N3LO ggF Higgs N3LO VBF Higgs

Anastasiou et al, 1602.00695 Dreyer & Karlberg, 1606.00840 

N3LO

NNLO N3LO

NNLO
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3

PDF4LHC15_nnlo_mc

√ s [TeV]

δPDF

 δB(10 GeV)
 δB(8 GeV)

 δB(5 GeV)
 δA

 0

 0.01

 0.02

 0.03

 7  13  20  30  50 10  100

FIG. 2. Estimate of the impact of missing higher orders cor-
rections in PDFs, using equations (4) and (6) with Q0 = 5, 8
and 10 GeV.

The uncertainty estimates obtained with the two di↵er-
ent methods described by equations (4) and (6) is shown
in figure 2 as a function of center-of-mass energy, and for
a range of Q0 values.

One should note that the uncertainty estimates given
in equations (4) and (6) do not include what is usually re-
ferred to as PDF uncertainties. While we are here calcu-
lating missing higher order uncertainties to NNLO PDF
sets, typical PDF uncertainties correspond to uncertain-
ties due to errors on the experimental data and limita-
tions of the fitting procedure. These can be evaluated for
example with the PDF4LHC15 prescription [21], and are
of about 2% at 13 TeV, which is larger than the correc-
tions discussed above. One can also combine them with
↵s uncertainties, which are at the 5h level.

Let us now discuss in more detail phenomenological
consequences of the N3LO corrections to VBF Higgs pro-
duction. We present results for a wide range of energies
in proton-proton collisions. The central factorisation and
renormalisation scales are set to the squared momentum
of the corresponding vector boson. To estimate miss-
ing higher-order uncertainties, we use a seven-point scale
variation, varying the scales by a factor two up and down
while keeping 0.5 < µR/µF < 2

µR,i = ⇠µRQi , µF,i = ⇠µFQi , (7)

where ⇠µR , ⇠µF 2 �
1
2 , 1, 2

 
and i = 1, 2 corresponds to

the upper and lower hadronic sectors.
Our implementation of the calculation is based on the

inclusive part of proVBFH which was originally developed
for the di↵erential NNLO VBF calculation [9]. We have
used the phase space from POWHEG’s two-jet VBF Higgs
calculation [22]. The matrix element is derived from
structure functions obtained with the parametrised DIS
coe�cient functions [13, 14, 16, 23–29], evaluated using
HOPPET v1.2.0-devel [30].

FIG. 3. Dependence of the cross section on the renormali-
sation and factorisation scales for each order in perturbation
theory.

For our computational setup, we use a diagonal CKM
matrix with five light flavours ignoring top-quarks in
the internal lines and final states. Full Breit-Wigner
propagators for the W , Z and the narrow-width ap-
proximation for the Higgs boson are applied. We use
the PDF4LHC15 nnlo mc PDF [21, 31–33] and four-loop
evolution of the strong coupling, taking as our initial con-
dition ↵s(MZ) = 0.118. We set the Higgs mass to MH =
125.09 GeV, in accordance with the experimentally mea-
sured value [34]. Electroweak parameters are obtained
from their PDG [35] values and tree-level electroweak re-
lations. As inputs we use MW = 80.385 GeV, MZ =
91.1876 GeV and GF = 1.16637⇥ 10�5 GeV�2. For the
widths of the vector bosons we use �W = 2.085 GeV and
�Z = 2.4952 GeV.
To study the convergence of the perturbative series, we

show in figure 3 the inclusive cross section obtained at 13
TeV with µR = µF = ⇠Q for ⇠ 2 [1/4, 4]. Here we observe
that at N3LO the scale dependence becomes extremely
flat over the full range of renormalisation and factorisa-
tion scales. We note that similarly to the results obtained
in the the gluon-fusion channel [12], the convergence im-
proves significantly at N3LO, with the N3LO prediction
being well inside of the NNLO uncertainty band, while
at lower orders there is a pattern of limited overlap of
theoretical uncertainties.

In figure 4 (left), we give the cross section as a func-
tion of center-of-mass energy. We see that at N3LO the
convergence of the perturbative series is very stable, with
corrections of about 1h on the NNLO result. The scale
uncertainty is dramatically reduced, going at 13 TeV
from 7h at NNLO to 1.4h at N3LO. A detailed break-
down of the cross section and scale uncertainty obtained
at each order in QCD is given in table I for

p
s = 13, 14

and 100 TeV.
The center and right plots of figure 4 show the Higgs

transverse momentum and rapidity distributions at each
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NLO
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N3LO splitting functions not known. But N3LO DIS coefficient functions are known 
and their impact for quarks is >> NNLO splitting-function scale variation (~0.1%)

First results on N3LO splitting-fn moments
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Figure 11. The normalised double-di↵erential transverse momentum distribution for the Z boson
in windows of rapidity of the Z boson, yZ , with an invariant mass cut on final state leptons of
81 GeV < m`` < 101 GeV. The CMS data is taken from Ref. [17]. The green bands denote the
NLO prediction with scale uncertainty and the blue bands show the NNLO prediction.

yZ). At NNLO, we obtain for the fiducial cross section with CMS cuts:

�NNLO(81 GeV < m`` < 101 GeV) = 450.6+2.7
�1.6 pb.

The normalised distributions of CMS are compared to theory in Figure 11, where excellent

agreement is observed upon inclusion of the NNLO corrections.

Compared to NNLO theory, both ATLAS and CMS fiducial cross section measure-

ments of the Z-boson transverse momentum display a similar pattern of disagreement for

the absolute distributions while having excellent agreement for the normalised distribu-

tions. The inclusion of the newly derived NNLO corrections to the transverse momentum

distribution are crucial for a meaningful comparison between data and theory: (a) they

reduce the theory uncertainty to a level that firmly establishes the discrepancy on the ab-

solute cross sections, and (b) they modify the central value and the shape of the theory

prediction to better agree with the data on the normalised distributions.

5 Summary and Conclusions

We have derived the NNLO QCD corrections to the production of Z/�⇤ bosons decay-

ing to lepton pairs at large transverse momentum, inclusive over the hadronic final state.
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NLO prediction with scale uncertainty and the blue bands show the NNLO prediction.
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�1.6 pb.

The normalised distributions of CMS are compared to theory in Figure 11, where excellent

agreement is observed upon inclusion of the NNLO corrections.

Compared to NNLO theory, both ATLAS and CMS fiducial cross section measure-

ments of the Z-boson transverse momentum display a similar pattern of disagreement for
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tions. The inclusion of the newly derived NNLO corrections to the transverse momentum

distribution are crucial for a meaningful comparison between data and theory: (a) they

reduce the theory uncertainty to a level that firmly establishes the discrepancy on the ab-

solute cross sections, and (b) they modify the central value and the shape of the theory

prediction to better agree with the data on the normalised distributions.
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We have derived the NNLO QCD corrections to the production of Z/�⇤ bosons decay-

ing to lepton pairs at large transverse momentum, inclusive over the hadronic final state.
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in windows of rapidity of the Z boson, yZ , with an invariant mass cut on final state leptons of
81 GeV < m`` < 101 GeV. The CMS data is taken from Ref. [17]. The green bands denote the
NLO prediction with scale uncertainty and the blue bands show the NNLO prediction.

yZ). At NNLO, we obtain for the fiducial cross section with CMS cuts:

�NNLO(81 GeV < m`` < 101 GeV) = 450.6+2.7
�1.6 pb.

The normalised distributions of CMS are compared to theory in Figure 11, where excellent

agreement is observed upon inclusion of the NNLO corrections.

Compared to NNLO theory, both ATLAS and CMS fiducial cross section measure-

ments of the Z-boson transverse momentum display a similar pattern of disagreement for

the absolute distributions while having excellent agreement for the normalised distribu-

tions. The inclusion of the newly derived NNLO corrections to the transverse momentum

distribution are crucial for a meaningful comparison between data and theory: (a) they

reduce the theory uncertainty to a level that firmly establishes the discrepancy on the ab-

solute cross sections, and (b) they modify the central value and the shape of the theory

prediction to better agree with the data on the normalised distributions.

5 Summary and Conclusions

We have derived the NNLO QCD corrections to the production of Z/�⇤ bosons decay-

ing to lepton pairs at large transverse momentum, inclusive over the hadronic final state.
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X-sections normalised to Z are great, if we understand Z production
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±0.45% syst.

±2.8% lumi

×6

Up to 5% discrepancy? 

Are NNLO scale errors (~0.5%) a reliable indicator of uncertainties? 

Does it matter, given the large luminosity uncertainty?

8 TeV fiducial Z cross-section


