


DISS: ETH NO. 25341

A Timing Detector based on Scintillating
Fibres for the Mu3e Experiment

Prototyping, Simulation and Integration

A thesis submitted to attain the degree of

Doctor of Sciences of ETH Zurich

(Dr. sc. ETH Zurich)

presented by

Simon Corrodi
MSc. ETH Physik

born on 27.01.1988

citizen of Marthalen ZH

accepted on the recommendation of

Prof. Dr. Christophorus Grab
Prof. Dr. Niklaus Berger
Prof. Dr. Klaus Kirch

2018



©2018 – Simon Corrodi

DOI 10.3929/ethz-b-000299260

http://doi.org/10.3929/ethz-b-000299260


Abstract

Mu3e is a dedicated experiment searching for the rare charged lepton flavour violating
decay µ → eee, aiming, in a first stage, for a single event sensitivity of 2 · 10−15; this is a
three order of magnitude improvement over the previous results. In consequence of the heavy
suppression of this process in the Standard Model of particle physics to an unobservable level,
any observation is a sign of new physics. Achieving this sensitivity requires a combination
of high muon rates and a detector with a large acceptance, excellent momentum, vertex and
time resolution. TheMu3e Scintillating Fibre sub-detector provides time resolution better than
350 ps together with minimal momentum resolution degradation and high efficiencies.

This thesis describes the path towards this sub-detector. The combination of the presen-
ted fibre and fibre ribbon characterization measurements and the described simulation of the
sub-detector in the framework of the full Mu3e experiment determined the detector design.
In this context, the sub-detector’s response is integrated into the experiment’s reconstruction
and analysis framework. This allows the study of expected combinatorial background sup-
pression and rejection of mis-reconstructed track candidates due to the time information from
the timing detectors.

The scintillating fibre ribbons are read out on both sides by SiPM column arrays. The re-
quirements and results from test measurements of detector components and simulation led
to the development of a dedicated readout chip, the MuTRiG. In this thesis, the feasibility of
operating this ASIC at a single-photon level at rates up to 300 kHz/channel is demonstrated.
Results obtained by digitization of the full waveform are reproduced withMuTRiG. The mech-
anical and electrical integration of the sub-detector into the experiment is presented.
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Zusammenfassung

Mu3e ist ein Experiment zur Suche nach dem seltenen Leptonflavor verletzenden Zerfall
µ → eee, das in einer ersten Phase eine Einzelereignissempfindlichkeit von 2 · 10−15 anstrebt.
Dies ist eine Verbesserung um drei Grössenordnungen gegenüber den vorherigen Ergebnissen.

Aufgrund der starken Unterdrückung dieses Prozesses im Standardmodell der Teilchenphy-
sik auf ein nicht beobachtbares Niveau ist jede Beobachtung ein Zeichen für neue Physik. Um
diese Empfindlichkeit zu erreichen, ist eine Kombination aus hohenMyonraten und einemDe-
tektor mit mit grosser Akzeptanz, exzellenter Impuls-, Vertex- und Zeitauflösung erforderlich.
Der Mu3e szintillierende Fasern-Detektor erzielt eine Zeitauflösung von besser als 350 ps bei
minimalem Impulsauflösungsverlust und hoher Effizienz.

Diese Arbeit beschreibt den Weg zu diesem Subdetektor. Die Kombination der präsentier-
ten Messungen zur Faser- und Faser-Ribbon-Charakterisierung so wie die beschriebene Si-
mulation des Subdetektors im Experimentframework bestimmt das Detektordesign. In diesem
Zusammenhang wurde das Verhalten des Subdetektors in die Rekonstruktions- und Analyse-
software des Experiments integriert. Dies ermöglicht die Untersuchung der zu erwartenden
Unterdrückung von Untergrundprozessen so wie der Aussortierung von falsch rekonstruier-
ten Spurkandidaten aufgrund der Zeitinformation der Zeitdetektoren.

Die Ribbons aus szintillierenden Fasern werden beidseitig von SiPM Spaltenarrays ausgele-
sen. Die Anforderungen und Ergebnisse aus Testmessungen von Detektorkomponenten und
Simulationen führten zur Entwicklung eines speziellen Auslesechips, demMuTRiG. Diese Ar-
beit weist die Machbarkeit des Betriebs dieses ASICs auf einem Level von einzelnen Photonen
mit Raten bis zu 300 kHz/Kanal nach. Ergebnisse, welche durch die Digitalisierung der gesam-
ten Wellenform erlangt werden, sind mit demMuTRiG reproduzierbar. Die mechanische und
elektrische Integration des Subdetektors in das Experiment wird vorgestellt.
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Part I

The Search for Charged Lepton
Flavour Violating Decays
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1
Charged Lepton Flavour Violation

The field of Particle Physics is in the exceptional position to possess a single theory describing
nearly all phenomena of its object of research, matter’s building blocks and the interactions
among them. This Standard Model of Particle Physics (SM) is a quantum field theory describ-
ing all known particles and three of the four fundamental forces: electromagnetic, weak and
strong. Renormalizable field theory can not describe the gravitational interaction. Matter
consists of fermions: leptons and quarks. As experimentally found they exist in three flavour
families, three copies of the same gauge representation. Transitions between different families
in the quark sector as well as in the neutral lepton sector have been observed.

Despite the enormous success in stringent tests, the SM is known to be incomplete in the
sense of being a low energy limit of a broader theory of physics Beyond Standard Model (BSM).
Besides omitting the gravitational force, the SM fails to describe several of phenomena. Rota-
tion patterns of galaxies, the expansion speed of the universe as well as observations of the
Cosmological Microwave Background (CMB) indicate that only about 5 % of the universe’s
energy density arises from particles described by the SM [1, 2]. Dark Matter, which the SM fails
to provide suitable candidates for, accounts for another 26 % completed by 69 % Dark Energy.
Furthermore, the SM does not offer a substantial enough charge and parity (CP) symmetry
breaking to explain today’s dominance of matter over anti-matter in the universe [3]. It also
lacks a theoretical motivation for the unnaturally small Higgs boson mass with respect to
other energy scales, in particular, the scale of gravity. Also, the existence of three families is
included in the SM but by no means predicted from first principles.

A vast variety of BSM theories exist. Only experimental observations of new phenomena
provide a handle to identify the set of theories realized by nature. Experiments sensitive to
such observations can be grouped into three categories. Direct search for new particles which
requires particle collisions at the highest possible centre of mass energies would allow invest-
igating a new particle’s properties most straightforwardly. The currently accessible energy
scale of up to 13 TeV is set by the Large Hadron Collider (LHC), the most energetic particle
accelerator at present. Complementary searches are performed in precision experimentswhere
deviations from SM predictions would indicate new physics indirectly up to much higher en-
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CHAPTER 1. CHARGED LEPTON FLAVOUR VIOLATION

µ
Uµk U∗

ek

e

γ

νk

W

Figure 1.1: Dominant SM diagram with neutrino oscillation (νk) contributing to the decay µ → eγ.

ergy scales. Such experiments usually require an excellent control of backgrounds and high
particle rates. Furthermore, particles from a cosmic origin, typically highly energetic or sec-
ondaries, are studied to explore the nature of dark matter.

Precision experiments investigating flavour have proven to be particularly successful in
providing hints at new physics in the past [4]. The observation of neutrino oscillations [5–7],
evidence for non-vanishing neutrino masses, led to the most recent modifications of the Min-
imal Standard Model sometimes referred to as νSM 1. With this observation, Flavour Violaton
(FV) is not only present in the quark sector expressed by the Cabibbo-Kobayashi-Maskawa
(CKM) matrix but also in the neutral leptons, the neutrinos. Charged Lepton Flavour Viola-
tion (cLFV) seems to be natural. However, does cLFV exist? If not, why? A small set of precision
experiments have made it their goal to answer this exact question.

1.1 Charged Lepton Flavour Violation

In contrast to most of the other conserved quantities in the SM, the conservation of lepton
flavour in the (minimal) SM is not caused by a symmetry under gauge transformations. The
concept of different flavours is not theoretically motivated, it was triggered by the nonobserva-
tion of µ → eγ in the 1950’s [8]. Nevertheless, this accidental conservation can be expressed
by a U(1) rotation associated with each lepton family which leads to three conserved charges:
Le, Lµ, Lτ which are defined as +1 for negatively charged leptons and neutrinos of the cor-
responding generation. For the corresponding anti-particles, positively charged leptons and
anti-neutrinos of a generation, the charges are defined as -1 and as 0 otherwise.

Lepton Flavour Violation of neutrinos is described by the Pontecorvo-Maki-Nakagawa-
Sakata (PMNS) matrix (Uij) which describes the rotation between the mass eigenstates ν1, ν2,
ν3, relevant for free propagation, and the flavour eigenstates νe,νµ,ντ, relevant for weak in-
teractions. Although charged lepton flavour is conserved at lowest order (tree level) diagrams
within the SM, neutrino oscillations in loops permit cLFV decays like µ → eγ or µ → eee.
Figure 1.1 shows such a diagram. However, the branching fraction of such decays is heavily
suppressed due to the absence of flavour changing neutral currents at tree level, and the tiny
neutrino masses, more specifically their mass-squared differences∆m2

i1. This is proportional

1Note that in this thesis I include νSM in SM.

4
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to

BSM (µ → eee) ∼ BSM (µ → eγ) ≈ 3α

32π

⏐⏐⏐⏐⏐⏐
∑
i=2,3

U∗
µiUei

∆m2
i1

m2
W

⏐⏐⏐⏐⏐⏐
2

< 10−54, (1.1)

whereα is the fine structure constant andmW the mass of theW-boson [9]. cLFV induced by
neutrino masses is roughly forty orders of magnitudes smaller than the sensitivity of current
state of the art experiments. Which in turn means that any experimental observation of cLFV
would be an unambiguous sign of physics beyond the Standard Model of Particle Physics.

As a result of the fact that lepton flavour is more an accidental than a fundamental con-
served quantity, many BSM models predict violations at an experimentally accessible level [9].
To distinguish between models, complementary measurements in different lepton flavour vi-
olating channels are required. If cLFV is not observed at all by next-generation experiments,
this sets stringent constraints on them. Examples of classes for such theories are extended
Higgs sectors [10, 11], unified [12], left-right symmetry [13] and neutral Z’ [14] models.

From an experimental point of view, it is attractive to use model-independent approaches
to classify and compare different cLFV processes.

1.1.1 Model Independent View: Effective Field Theory

Effective Field Theories (EFTs) are theories which only describe the physics below a mass scale
Λ, whereby in the considered casemW ≥ Λ ≫ mb [15]. At energies well belowΛ the effective
Lagrangian can be expanded in 1/Λ including the SM LSM to

L = LSM +
1

Λ

∑
k

C
(5)
k Q

(5)
k +

1

Λ2

∑
k

C
(6)
k Q

(6)
k + ... (1.2)

with the operators Q(D)
k and the corresponding Wilson coefficients C(D)

k , whereD is the rel-
evant dimensionality in mass. The index k runs over all possible operators involving only SM
fields and respecting their gauge symmetries. At the low energies of the considered experi-
ments, interactions with new particles are described by point-like interactions. Note that the
running of the couplings (coefficients) can be expressed by the Renormalization-Group Evol-
ution (RGE) between this energy scale and the energy scale of potential new BSM theories [15].
This is analogous to the Fermi theory of weak interactions. The only allowed operators with
D = 5 generate neutrino masses and lead only to the negligible cLFV described in Equation 1.1.
Nineteen of the possible D = 6 operators can induce cLFV process either directly or at loop
level [9].

These considerations provide a tool to compare the power to constrain coefficients of differ-
ent observables, e.g. cLFV decays. Experiments constrain these decays which can be translated
into bounds on the various operators at the experiments’ energy scale (C(µmu)). To better
understand the impact of these bounds for possible new physics requires a translation to the
corresponding high energy scale (C(Λ)). This scaling by RGEsmixes various operators among
each other.
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Figure 1.2: Bounds on dipole CD
L and four-lepton CV RR

ee operators provided by current (solid)
and future (dashed) cLFV muon decay experiments (MEG: µ → eγ, SINDRUM, Mu3e: µ → eee,
SINDRUM II, COMET: µN → eN ) evaluated at energy scale Λ = mW [15].
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1.2. EXPERIMENTAL STATUS AND OUTLOOK

Table 1.1: Current upper limits (90% confidence level) of cLFV muon decays and the year of the last
publication.

Process Experiment Bound Year Reference
µ+ → e+γ MEG 4.2 · 10−13 2016 [27]
µ+ → e+e−e+ SINDRUM 1.0 · 10−12 1988 [28]
µ−Ti → e−Ti SINDRUM II 4.3 · 10−12 1998 [29]
µ−Ti → e+Ca∗ SINDRUM II 3.6 · 10−11 1998 [30]
µ−Pb → e−Pb SINDRUM II 4.6 · 10−11 1996 [31]
µ−Au → e−Au SINDRUM II 7 · 10−13 2006 [32]

An EFT approach with scaling by RGEs allows, for example, a close look at the cLFV muon
decays: µ → eγ, µ → eee and µN → eN in the vicinity of a nucleus. While the decays
µ → eγ at tree level impose only constraints to the dipole operators (CD

L , CD
R ), the process

µ → eee is also sensitive to the four-lepton operators (scalars CS LL
ee , CS RR

ee , CS LR
ee , CS RL

ee

and vectors CV LL
ee , CV RR

ee ). Through RGEs, µ → eγ is likewise sensitive to other operators
than dipole and µ → eee is sensitive to operators involving quarks or other leptons. The
process µN → eN is already sensitive to dipole, vector and scalar operators at the tree level,
with a dependency on the involved nucleus (N) [16]. The processes µ → eγ and µ → eee
have been compared under the mentioned conditions by [17] using current and predicted
experimental limits, see section 1.2. The authors of [17] presented an explicit example of a
correlation between dipole (CD

L ) and four-fermion vector effective couplings (Cee
V LL) at an

energy scale Λ = mW, shown in Figure 1.2. This study was performed under the assumption
that they are the only two non-vanishing couplings generated by a possible BSM theory. It
illustrates the complementarity of the planned searches.

1.2 Experimental Status and Outlook

At present, there is no evidence for Charged Lepton Flavour Violation, despite a wide vari-
ety of searches for such processes. Historically, these experiments can be grouped into three
categories. Until the fifties, processes in cosmic ray muons [18, 19] were studied, followed
by an epoch during which stopped pion beams provided muons to study. Since the seventies
stopped muon beams and collider experiments are the main base for cLFV search. Muon decays
give the most stringent bounds. The current experimental upper limits of the three processes
µ → eγ, µ → eee and µN → eN are summarized in Table 1.1. All three process types are
at present constrained by experiments hosted at the Paul Scherrer Institute (PSI) in Villigen,
Switzerland. The most stringent limits for cLFV in tau decays, which are all in the order of
O(10−8), are set by BaBar [20, 21] and Belle [22–24]. More recently, the CMS experiment
succeeded to set first upper bounds on cLFV Higgs boson decays B(H → eµ) < 3.5 · 10−4

[25], B(H → τµ) < 2.5 · 10−3 and B(H → τe) < 6.1 · 10−3 (95 % C.L.) [26]. Moreover, an
extensive amount of cLFV meson and Z-boson decays have been studied and constrained by
various experiments. A comprehensive overview can be found in [9].
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CHAPTER 1. CHARGED LEPTON FLAVOUR VIOLATION

Table 1.2: Projected Single Event Sensitivities (SESs) (S) or 90% confidence level (B) of planned cLFV

experiments with muons and the corresponding host institutes. PRIME is potential next generation
conversion experiment at Japan Proton Accelerator Research Complex (J-PARC). The stopping target
material is not yet defined; therefore N stands for a generic nucleus.

Process Experiment Sensitivity Facility Reference
µ+ → e+γ MEG II 6 · 10−14 (B) PSI [33]
µ+ → e+e−e+ Mu3e Phase I 2 · 10−15 (S) PSI [34]

Mu3e Phase II ∼ 1 · 10−16 (S) PSI [34]
µ−SiC → e−SiC DeeMe 2 · 10−14 (S) J-PARC [35]
µ−Al → e−Al COMET Phase I 3 · 10−15 (S) J-PARC [36]

COMET Phase II 2.6 · 10−17 (S) J-PARC [36]
Mu2e 2.9 · 10−17 (S) FNAL [37]

µ−N → e−N PRIME ∼ 1 · 10−18 (S) [38]

As pointed out in subsection 1.1.1, the pure observed branching ratio is inadequate to com-
pare the potential to constrain new physics models by different experiments or channels. A
model-independent approach like EFT provides a possible handle but on the downside hides
new physics phenomena behind, potentially multiple, operators. In principle, tau decays
would be more sensitive to cLFV than muon decays due to stronger couplings to new physics.
The present availability of considerable muon beam rates in the order of 107 up to 1010 muons
per second cause µ-channels to provide the best constraints to date to possible BSMs. However,
even between muon channels, the comparison is not trivial. Depending on the nature of new
physics, the different channels show a different sensitivity. µ → eee is roughly

B(µ → eee)
B(µ → eγ)

=
α

3π

(
log

m2
µ

m2
e
− 3

)
≈ 0.006 (1.3)

less sensitive to new physics induced by dipole operators (e. g. loop diagrams) than µ → eγ
due to the additional vertex. Then again µ → eee is sensitive to more operators (see subsec-
tion 1.1.1), which significantly enhances the sensitivity for tree-level processes involving new
particles as over µ → eγ. It is crucial to measure multiple channels, in order to distinguish
between potential models.

Due to the feasibility, partially also availability, of high-intensity low-momentum muon
beams, sensitivity enhancements of up to four orders of magnitudes can be expected in the
next years. Dedicated experiments for all three muon channels are foreseen. Their expected
Single Event Sensitivities (SESs) are summarized in Table 1.2 along their host facilities. While
the searches for µ → eγ and µ → eee utilize continuous muon beams, available for example
at PSI, the hunts for µN → eN exploit pulsed beams, as at Japan Proton Accelerator Research
Complex (J-PARC) and Fermi National Accelerator Laboratory (FNAL). The SES is the branching
ratio at which a background-free experiment expects precisely one event. Under the assump-
tion of negligible background in the signal region, a 90 % confidence level (C.L.) of an upper
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1.3. HINTS AT NEW PHYSICS

limit can be estimated as B90%C.L. = 2.30×SES 2 assuming pure Poisson statistics. MEG II is
an upgrade to the MEG experiment at PSI with the aim to improve the sensitivity for µ → eγ
by one order of magnitude. At that level, it will be limited by accidental background due to
the limited photon energy resolution of the design [39]. Mu3e is a novel dedicated experiment
for the search of µ → eee, also located at PSI, in fact, it shares in its phase I the beamline with
MEG II. Ultimately, in a second phase, it targets a sensitivity improvement by four orders of
magnitudes with respect to the present limit. Mu3e is presented in more detail in chapter 2.
Out of the three dedicated searches for µN → eN theDeeMe experiment at J-PARC is the smal-
lest and simplest setup allowing for an earlier start. Compared to the others its sensitivity is
moderate, but still aiming for more than one order of magnitude of improvement with respect
to current bounds. The DeeMe muon production target, which consists in the first phase of
graphite followed by silicon carbide in a second phase, serves at the same time as the con-
verter. The COMET experiment at J-PARC and the Mu2e experiment at FNAL both aim for an
ultimate sensitivity improvement by four orders of magnitude. In contrast toDeeMe the muon
stopping targets and the production target out of aluminium are separated; In case ofMu2e by
an S-shaped transport solenoid whereas at COMET by a C-shaped solenoid. COMET follows a
staged approach. In a first phase, the production target and detectors are placed already after
a 90◦ bend of the solenoid. In the second phase, the C-shape is completed, and an additional
curved solenoid is used after the stopping target to remove low energy electrons. PRIME is a
potential next-generation conversion experiment at J-PARC that could also be realised at FNAL.

1.3 Hints at New Physics

I would like to draw particular attention to two classes of experiments which show potential
signs for physics beyond the SM, possibly related to cLFV searches.

The first class probes lepton flavour universality in B-physics. If this concept is heavily
broken, cLFV effects are to be expected to some extent [40]. In charged-current processes like
b → clν BaBar [41], Belle [42] and LHCb [43], whose data were averaged in [44], measured
an approximately 4σ deviation in the ratios

RD =
B(B → Dτν)exp/B(B → Dτν)SM
B(B → Dlν)exp/B(B → Dlν)SM

= 1.34± 0.17, (1.4)

and the same forRD∗ , the analogy for B → D∗
τνwhere l = e,µ. Deviations in neutral-current

processes are less interesting concerning cLFV searches but worth mentioning because of a
possible joint explanation ([45]) with the effects in the above stated charged-current processes.
Deviations are observed by the LHCb collaboration [46] in processes like b → sl+l−. The ratio

RK =
B(B+ → K+

µ
+
µ
−)

B(B+ → K+e+e−)
= 0.745+0.090

−0.074 ± 0.036, (1.5)

2∫ ξ̃

0
Pois(0|ξ)dξ =

∫ ξ̃

0
e−ξdξ = 0.9.
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CHAPTER 1. CHARGED LEPTON FLAVOUR VIOLATION

is predicted by the SM to deviate by less than 1% from unity [47]. Similar deviations on a 3σ
level are observed in the decays B0 → K∗0

µ
+
µ
−, B → K∗

µ
+
µ
− and B0

s → ϕµ
+
µ
− [48–50].

The second class are anomalies in the muon sector. The probably most prominent deviation
is the muon’s anomalous magnetic moment aµ = (gµ − 2)/2, the (gµ − 2) anomaly, a 3.5σ
deviation from SM predictions originally measured at Brookhaven National Laboratory (BNL)
[51]. A new experiment at FNAL aiming for an uncertainty reduction by a factor four, thus
allowing a potential> 5σ discovery, is running [52]. The second anomaly is the proton radius
puzzle, the discrepancy of the proton charge radius of muonic hydrogen determined at PSI
through Lamb shift [53] and the radius of normal hydrogen extracted from nuclear scattering
atMAMI [54] and through spectroscopy [55].
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2
The Mu3e Experiment

Mu3e is a dedicated experiment searching for the rare Charged Lepton Flavour Violation (cLFV)
decay µ

+ → e+e−e+[34]. In consequence of the heavy suppression of this process in the SM
to a branching ratio below 10−54 (see Equation 1.1), any observation above this is a sign for
new physics. The goal of a two-stage approach is to achieve in a first phase a Single Event
Sensitivity (SES) of 2·10−15 at the existing beamline πE5 at PSI (see section 2.3), which provides
up to 108 stopped muons per second on to the target. This sensitivity represents already three
orders of magnitude improvement with respect to the current limit [28]. The ultimate SES
goal of the second phase is 1 · 10−16 and requires an upgraded or novel beamline capable
of providing O(109) muons per second and significant detector upgrades. Such high muon
beam rates are required to accumulate the desired numbers of muons, translating into a SES,
within a reasonable time, thus demanding excellent discrimination of signal from background
processes and rate capability.

Section 2.1 describes the topologies of these signal and background processes in more de-
tail, followed by a general description of the experimental concept used to measure them in
section 2.2. The experiment’s components such as beamline and stopping target, the particle
tracking, the timing detectors, as well as the experiment’s Data Acquisition System (DAQ) and
mechanical design, cooling and magnetic field, are outlined in the following sections 2.3 to 2.7.

2.1 Muon Decays: Signal and Background Topologies

The muon mass is mµ = (105.658 374 5± 0.000 002 4)MeV/c2 [56, 57] and its lifetime is
τµ = (2.196 981 1± 0.000 002 2) µs [56, 58]. It decays predominantly in the process µ →
eνeνµ. We denote this process Michel decay. In the rest frame of the muon, the electron’s
momentum distribution can be described by eponymous Michel parameters. The values of
these parameters, thus the shape of the distribution, are potentially sensitive to new physics.
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CHAPTER 2. THE MU3E EXPERIMENT

In the SM, the momentum and angular distribution for anti-muon decays is proportional to

d2Γ
dx dcosθ

∼ x2
[
(3− 2x)− Pµ cos θ(1− 2x)

]
, (2.1)

where x = Ex

E
max
x

, Pµ is the muon polarisation and θ is the angle between the directions of the
muon spin and positron momentum [59]. Expression 2.1 neglects the electron and neutrino
masses and radiative corrections.

2.1.1 The Signal Decay: µ → eee

The signature of µ+ → e+e−e+consists of two positrons and one electron in a plane in the
anti-muon rest frame from a common vertex in space and in coincidence in time. The sum of
the three daughter particles’ momenta (p⃗i) vanishes:

p⃗tot =
3∑

i=1

p⃗i = 0 (2.2)

Furthermore, the energy of the three electron-like particles (Ei) sums up to the muon mass:

Etot =

3∑
i=1

Ei = mµ. (2.3)

The decay dynamics depend on the underlying nature of the cLFV process. A general paramet-
rized Lagrangian is presented in [60], that allows studying different signal models organized
by different coupling types, such as dipole, scalar or vector-like couplings.

2.1.2 Internal Conversion: µ → eeeνν

Relatively rare, with a branching fraction of (3.4± 0.4) · 10−5, a muon decays in the process
µ
+ → e+e−e+νeνµ [61]. We denote this process Internal Conversion (IC) since it proceeds in

the SM through the emission of an off-shell photon with subsequent internal conversion into a
e+e− pair. If the undetectable neutrinos carry away only little energy, this process mimics the
topology ofµ → eee. Nevertheless, the energy carried away by the neutrinos,Emiss, can be ex-
ploited to distinguish between the two decays. Two independent differential Next-to-Leading
Order (NLO) calculations have been presented recently [62, 63]. In principle, the differential
branching ratio in the momentum fraction distribution and in the angular distribution provide
a tool to distinguish between possible BSMmodels. In Figure 2.1, the branching ratio as a func-
tion of Emissis given for a Mu3e like scenario. The presented calculation imposes an energy
cut on the positrons and electrons ofEi > 10MeV, an acceptance of | cos θ| < 0.8, where θ is
the angle between the direction of the beam and the individual daughter particle’s momentum,
and a polarisation of 0.85 in upstream direction. To achieve an irreducible background sup-
pression at the order of O(10−15), the aimed SES for phase I, the experimental resolution for
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Figure 2.1: The differential IC decay distribution as a function of the invisible energy Emiss at NLO
in blue, orange, green and red and the factor NLO/LO in black. The different colours encode differ-
ent cuts on Emiss in the calculation which allow to focus on the distribution’s low energy tail. The
scaling is broken at Emiss= 20MeV, to emphasize this tail. Taken from [63].

the missing energy is required to be below 1.0MeV for a 2σ cut and purely Gaussian distrib-
uted resolution. For the phase II goal, roughly half the mass resolution will be required. This
assumes a Gaussian momentum resolution, in particular without tails towards high momenta.
This translates directly into the combined momentum resolution of the two positrons and the
electron p⃗

(e+e−e+)
respectively the mass resolutionmµ rec.

2.1.3 Radiative Decay: µ → eγνν

The third significant lepton flavour conserving muon decay in the SM is µ+ → e+γνν with a
branching ratio of (1.4± 0.4) · 10−2 imposing Eγ > 10MeV [64] or of (6.03± 0.14(stat.)±
0.53(sys.)) · 10−8 imposing Eγ > 40MeV and Ee+ > 45MeV [65] respectively. If the
photon converts in the target to an e+e− pair, it could mimic the topology of the IC. If the
conversions take place outside of the target or displaced from the initial decay, vertex recon-
struction provides an excellent handle for its discrimination. The radiative muon decay is also
background for BSM searches.

2.1.4 Accidental Background

Besides the irreducible backgrounds mentioned above, a second category consists of a super-
position of two positrons and an electron track candidate that accidentally resemble the signal
topology. In general, this background category is suppressed on the one hand again by the
tight cuts on the reconstructed muon massmµ rec and on the other hand by the requirement of
a common vertex in space and time. While plenty of positrons are present from the ordinary
Michel decay, the primary source for electrons is Bhabha scattering on electrons in the stop-
ping target material. Other potential sources of positron-electron pairs are the conversion of
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CHAPTER 2. THE MU3E EXPERIMENT

photons, e.g. from the radiative decay, or a pair from IC. Single electron track candidates can
originate from Compton scattering or mis-reconstruction. The fake µ → eee signals comprise
either one positron from aMichel decay and an e+e− pair or twoMichel positrons and a single
electron track candidate.

The probability of an e+e− pair or electron and one or two positrons to manifest like a
signal can be approximated by

εpt ≈ ε
p,t
kinematic × εtvertex × εtcoincidence, (2.4)

where type t stands either for the pair or the single electron case. ε
p, t
kinematic describes the

probability of the three particles, where the positron-electron pair or the electron (t) are pro-
duced through a given process p to fulfil the kinematic selection criteria for the signal decay.
It depends mainly on the momentum resolution of the experiment. εtvertex and εtcoincidence de-
scribe the probability of them to occur from a common vertex in space and time within the
experiment’s vertex and time resolution. In general, all three factors can depend on the posi-
tion of the stopped muon. Moreover, the latter two also depend on the kinematics of the three
particles. Naturally, this introduces correlations. The number of accidental background events
within a certain time frame (ABG) including either an e+e− pair or a single electron from a
given process p is approximated by

ABGp
pair ∼

(
N

2

)
× εppair × (2εp)× ε3eacceptance × ε3ereconstruction (2.5)

ABGp
single ∼

(
N

3

)
× εpsingle × (3εp)× ε3eacceptance × ε3ereconstruction, (2.6)

where the number of stopped muons within the time frame N is proportional to the muon
rate, εp is the probability of producing a positron-electron pair or an electron by the considered
process in the target, ε3eacceptance the geometrical acceptance and ε3ereconstruction the reconstruction
efficiency of all three tracks (3e). The last two factors depend again on the kinematics of the
particles. Hence, the total number of accidental background events of the first type, containing
a positron-electron pair, scale quadratically1 with the muon rate. The second type, compris-
ing two independent muons from Michel decay and an electron from a given process, scales
cubically2 with this rate. Considering the linear scaling of signal events in the muon rate, this
leads to a linear, respectively quadratic, scaling of accidental background with respect to the
signal (BG/S). The respective accidental background probability per stopped muon scales ana-
logously. To take into account all correlations that are neglected here, extensive Monte Carlo
simulations are required.

Positron-Electron Pairs from Bhabha Scattering

Positron-electron pairs generated through Bhabha scattering of positrons from muon decay
on electrons at rest have a characteristic invariant mass spectrum with a sharp cut-off at

1(N
2

)
= 1

2 (N − 1)N .
2(N

3

)
= 1

6 (N − 2)(N − 1)N .
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Figure 2.2: The invariant mass and opening angles for positron-electron pairs generated through
Bhabha scattering of a positron from muon (Michel) decay and an electron at rest. Both particles are
required to have a momentum larger than 5MeV/c ( ), respectively 10MeV/c ( ).

7.3MeV/c2 caused by the Michel edge. Figure 2.2 shows this spectrum for pairs where both
particles have a momentum p >5MeV/c and p >10MeV/c, respectively, in combination with
the opening angles between the particles of the pairs. The cross section for Bhabha scattering
is proportional to the path length of the positron in a material and its ratio Z/A of the atomic
number and mass. The characteristic invariant mass and opening angle could be exploited to
further suppress combinatorial background by sacrificing this parts of the phase space.

2.2 Experimental Concept

The design of the Mu3e experiment aims for the best possible discrimination between signal
and background topologies, and the ability to measureO(1016) muon decays within few hun-
dred days of beam time. This requires, on the one hand, excellent energy, i.e. total momentum,
resolution in a range from a few MeV/c up to ∼53MeV/c and on the other hand the ability to
run at high muon rates. Figure 2.3 illustrates the main components of the cylindrical phase I
detector cut along the beam direction and transverse planes. The experiment is embedded in
a helium atmosphere and a homogeneous magnetic field with a field strength of 1 T parallel
to the beam axis. A monochromatic continuous muon beam is injected through the beamline
into the experiment’s centre. The long lifetime of the muon of 2.2 µs allows a scheme where
the particles decay at rest in a defined volume, such as the hollow double cone Mylar stopping
target in the centre. This leads to very clear signal topology. Cylinder-like thin silicon-based
tracking double layers with a radial offset of roughly 1 cm and a length of 34 cm, respectively
36 cm, are located concentrically around the centre at radii between 7 cm to 8 cm. Each layer
consists of single sensors with an active area of 2 cm× 2 cm. This tracker is duplicated both
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Figure 2.3: The Mu3e detector components: beamline ( ), hollow double cone muon stopping tar-
get ( ), thin silicon based tracking inner ( ) and outer ( ) double layers, scintillating fibre ( ) and
scintillating tile ( ) detectors. The phase I experiment comprises of a central part and recurl sta-
tions up- and downstream. In the top part, the components are shown in a cut following the beam
direction. In the bottom part, transverse projections of the different regions are shown.
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2.2. EXPERIMENTAL CONCEPT

up- and downstream in the so-called recurl stations. Furthermore, a supplementary shorter
tracking double layer envelopes the target at a radius between 2 cm to 3 cm with a length of
12 cm. The central part is equipped with a 30 cm long cylindrical scintillating fibre detector at
a radius of 6 cm. A scintillating tile detector is located at the same radius in the recurl stations.

Helices describe the electron trajectories in the homogeneous magnetic field. The particles
loop and eventually recurl at least a second time into the outer tracking double layer. As long
as the particles’ trajectories avoid thick material such as the beamline, the scintillating tiles or
mechanical structures the helices are only modified slightly by multiple Coulomb scattering
and small energy losses in the thin detector layers. The electrons can complete multiple turns.
The elongated detector design with its recurl stations provides high acceptance, particularly
for second hits of electrons with high axial momentum components in the outer tracking
double layer.

2.2.1 Optimization for Momentum Resolution

State-of-the-art calorimeters provide neither the required resolution nor granularity to handle
the required occupancies. Therefore, the electron’s momentum is determined by exploiting
their track bending in the presence of a magnetic field. In the simplest case of a uniform
solenoid field, the trajectories are helical. Neglecting the spatial resolution of the tracking sys-
tems, at least three space points are required to determine the three-dimensional trajectory of a
single track unambiguously. Particles traversing matter undergo multiple Coulomb scattering.
The scattering angle net distribution can be represented by a Gaussian component for small
angles in combinations with long tails from large angle scattering [56]. The three-dimensional
angle θ1/e at which this distribution has fallen by 1/e is given by [66]

θ1/e =
17.5MeV

βcp

√
x

X0
[1 + ε] , (2.7)

where p is the momentum of the traversing particle, βc is the velocity and x/X0 is the thick-
ness of the scattering medium in units of its radiation length. ε is a small correction factor
depending on ln(x/X0). The relevant total momentum range below half the muon mass is in
a regime of significant multiple Coulomb scattering even for very thin tracking layers in the
order of 0.1 % X0.

If a very low material tracker is employed, the particle’s interaction with the material of
the tracking layers alters to first order only momentum’s direction but not the amplitude,
respectively the total energy. This introduces two additional parameters in the helix based
momentum determination, a transverse and axial scattering angle in the second of the three
tracking points. Including these, three space points, which are called triplet, define precisely
two helices with the same radius and the scattering in between them as mentioned above.
Such triplets are combined to track candidates. An non-iterative solution of such a three-
dimensional triplet fit using a linearization ansatz can be found in [67]. The relative uncer-
tainty of the helix radius, directly connected to the momentum of a particle, is roughly pro-
portional to θ1/e/Φ where Φ is the trajectory bending angle between the points. Combining
multiple triplets reduces the uncertainty further.
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53MeV/c ( ) and tracks with pt = 12MeV/c ( ) penet-
rate all four tracking layers.
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ΘMS cancels to the first order if Φ ≈ π.

Figure 2.4: The tracker in a transverse cut. The projection of different particle trajectories with dif-
ferent transverse momenta projected to the cut plane is shown. The shown trajectories origin in the
target at a radial offset of 1 cm from the beam axis in the presence of a homogeneous magnetic field
with B = 1 T parallel to the beam.

Three design considerations optimize the momentum resolution. Firstly, the experiment
is conducted in a helium atmosphere to limit multiple scattering and energy loss of particles
almost uniquely to the detector layers and the target. Secondly, the minimization of material
in all trajectories in the acceptance up to the point of an adequate momentum measurement
reduces the energy smearing due to the stochastic nature of energy deposition. Furthermore,
very thin tracking layers with low radiation length reduce the multiple scattering and hence
increase the relative momentum resolution. Thirdly, the radial position of the tracking layers
are chosen to maximize the total bending angles Φ of the triplets based tracks as shown in
Figure 2.4a. A cylindrical design with two tracking double layers performs best3. In particular,
the extended material-free path length during the recurling of particles allow for an excellent
momentum resolution. Furthermore, if the bending angle is Φ ≈ π, the azimuthal position
offset in the recurling tracking layer due to multiple scattering in the outgoing layer, cancels
to first order. This effect is illustrated in Figure 2.4b. The magnetic field strength of 1 T and
the radii of the outer tracking double layer of 7 cm to 8 cm are chosen in such a way that
electrons in the transverse momentum range from 15MeV up to 53MeV penetrate this layer
at least twice. On the other hand, all tracks are contained in a volume with a radius below
38 cm around the beam axis. This is a feasible volume for a homogeneous magnet.

3An alternative scheme consists of tangential tracking double layers.
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2.2.2 Implications of High Muon Rates

Accidental background, as described in subsection 2.1.4, is the primary challenge high muon
rates evoke. Moreover, the higher the rates are, the more care has to be taken to keep detector
occupancies at feasible levels.

The pileup of decay products of several stopped muons is tackled in two ways, based on
a four-dimensional vertex reconstruction, a spatially extended target and the beam structure.
Firstly, a system to distinguish between different vertices, the four-dimensional muon decay
coordinates, in space and time is deployed. It consists on one hand of a cylindrical tracking
double layer surrounding the muon target, which provides together with the outer tracking
double layers vertexing in space. On the other hand two timing detectors, a scintillating fibre
detector in the central part and scintillating tile detector in the recurl stations provide a precise
time measurement which is used for vertexing in time. The thin hollow double cone Mylar
target with a maximal radius of 1.9 cm and a total length of 10 cmmaximizes the spatial spread
of the vertices. This design keeps at the same time, the material budget as low as possible to
minimize multiple scattering and energy loss, as well as to reduce the production of secondary
particles which contribute potentially in accidental background.

Secondly, the use of a continuous beam spreads the muon decays uniformly over time. This
reduces the accidental background and is beneficial for the detector’s occupancy. Potential
µ → eee signal candidates are identified only after a full event reconstruction. The decay
topology does not provide a handle for a trigger without full track reconstruction. In a pulsed
scheme, the detector readout could be reduced to a defined time window after a fixed offset
with respect to the muon beam pulse. The muon lifetime of 2.2 µs would have to be taken
into account. The continuous beam rate is only fully exploited if neither the detector readout
nor the reconstruction introduces dead time. This leads to the requirement of a trigger-less
continuous readout with an online event reconstruction.

2.3 Beamline and Stopping Target

The Mu3e experiment exploits µ+ from the PSI high-rate beam channel in the area πE5. A
primary 2.2mA beam of protons with an energy of 590MeV interacts with a pion production
target made of polycrystalline graphite. Pions which stop inside the target close to the surface
generate monochromatic (pµ=29.8MeV/c) fully polarized muons which are extracted back-
wards under 165◦. The native πE5 channel, some MEG-beamline elements and the Compact
Muon Beam Line (CMBL) [68], shown in Figure 2.5, transports the particles from the production
target to the experiment. For positron suppression, this beamline contains a particle separator
which filters velocity over energy by a combined orthogonal E × B-field. The delivery of
8 · 107 µ+/s at a primary beam current of 2.2mA at the final focus was demonstrated [68].
This corresponds to about 5 · 107 µ+/s stopped in the target. The MEG and the Mu3e experi-
ments share parts of the beamline, up to the Triplet II. Only one experiment is supplied with
muons at the time.

A 600 µm Mylar degrader and the 35 µm thick Mylar beam window reduce the muon mo-
menta so that 90 % stop in the hollow double cone Mylar target. The target has a total length
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Figure 2.5: The high-rate µ+ beam channel at PSI used for the first phase of the Mu3e experiment.
Surface muons are transported from the target (TgE) by the native πE5 elements and compon-
ents shared with the MEG experiment which contains a particle separator. The CMBL transfers the
particles into the Mu3e solenoid magnet. Modified from [68].

of 10 cm and a maximal radius of 19mm. The upstream side is 70 µm and the downstream
side 80 µm thick. The chosen target shape and dimensions provide good stopping efficiency
and reduce combinatorial background by distributing the decay vertices over a large area and
minimizing Bhabha scattering in the target material (see Equation 2.1.4).

2.4 Tracking

The Mu3e tracker faces the challenge of high particle rates and the need to minimize the
material budget along the particles trajectories. Novel silicon High-Voltage Monolithic Active
Pixel Sensor (HV-MAPS) which can be thinned down provide time resolutions in the order of
nanoseconds and good spacial resolution. Hence, they are an ideal choice for the experiment’s
tracker.

2.4.1 The Sensors: HV-MAPS

In HV-MAPS, transistors are integrated into the diode which provides almost full fill factor. This
low voltage part is shielded by deep N-wells from the charge-collecting diodes. Order of 60 V
reverse biasing of the diodes results in thin, about 10 µm thick, depleted regions with high
electric drift fields. This leads to fast charge collection of O(1 ns) and allows to thin down the
substrate to 50 µm.
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The MuPix Sensor

A dedicated HV-MAPS is being developed for the Mu3e experiment [34]. This MuPix sensor
is fabricated currently in the commercial AMS H18 180 nm High-Voltage CMOS process. Its
design goal has an active area of roughly 2 cm× 2 cm with pixel size of about 80 µm× 80 µm.
At least the first amplification stage is located inside the pixel, potentially also the comparator
stage. Each pixel is connected to the periphery which hosts the signal processing and digital
state machine. A 8 ns timestamp is assigned to each pixel hit. Up to four 1.25Gbps LowVoltage
Differential Signalling (LVDS) links per chip transmit the zero-suppressed pixel data. A low
number of signal and slow control lines is required to reduce the material budget of sensor’s
support structure. A power consumption below 300mW/cm2 is targeted.

MuPix8, the sensor’s most recent R&D version, has an active size of 2 cm× 1 cm and hosts
different matrices for the signal propagation from pixel to the periphery. High efficiencies
above 99 % at negligible noise rates below 1Hz/pixel have been demonstrated [69]. This sensor
shows a time resolution of O(14 ns) which is consistent to its predecessors [69, 70].

2.4.2 The Tracker Support Structure

The pixel sensors are tab-bonded onto Kapton-aluminium flex print High Density Intercon-
nect (HDI) which provides power together with signal and slow control lines. Multiple sensors
along the beam direction are combined to a ladder on the sameHDI. The ladders are reinforced
with 25 µm thick polyimide foil. In the outer two tracking layers additional v-folds are added
to enhance the mechanical stability. At the same time, they are used as channels for addi-
tional flow of gaseous Helium which is used to cool the sensors. The radiation length of the
combination of the sensors with the support structure of one layer is projected to be about
0.1 %X0.

The pixel ladders are combined to modules which are mounted between support rings on
both sides.

2.4.3 Triplet-Based Track Finding

The track finding in the experiment is based on triplets of pixel hits which are combined to
actual tracks in a second step.

Triplets

Due to the small pixel size and low particle momenta, the tracking uncertainties are dominated
by Multiple Scattering (MS) (see Equation 2.7). Furthermore almost all material, which causes
scattering, is located around the tracking planes. Motivated by these two observations, a helix
fit which treats MS in the pixel detector planes as the only uncertainty has been developed
by theMu3e collaboration [67, 71]. Variations of the same algorithm are employed for online
reconstruction required for event filtering and offline data analysis. The algorithm is based on
triplets of hits, which can be fit in parallel. Thus the method is suited for online track finding.
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Figure 2.6: Two helices through a hit triplet (1,2,3) with scattering angles ΦMS and ΘMS in the ma-
terial in the plane of the central (2) hit. The magnetic field is parallel to the z-axis which is aligned
with the beam direction. The left side shows a projection in a transverse plane, the right side a pro-
jection on the longitudinal (z-s) plane, where s is the path length along the trajectories. Adapted
from [67].

The reconstructed tracks consist of combinations of multiple triplets of hits in successive
detector layers. Figure 2.6 illustrates two helices through the triplet hits with scattering in the
material in the plane of the central hit (2). In first order, multiple scattering in the material of
thin tracking layers only alters a particle momentum’s direction but not the amplitude, thus
the total energy. Hence the three-dimensional bending radius in the homogeneous magnetic
field

R2
3D = r2t,12 +

z212

Φ2
12

= r2t,23 +
z223

Φ2
23

(2.8)

is conserved. The scattering is expressed by the scattering angles ΦMS and ΘMS in the trans-
versal and longitudinal plane respectively. According to MS theory (see subsection 2.2.1), the
scattering angles distribute around zero with variances of σ2

θ = σ2
MS and σ2

ϕ = σ2
MS/ sin

2 θ.
The algorithm minimizes

χ2(R3D) =
ΦMS(R3D)

2

σ2
ϕ

+
ΘMS(R3D)

2

σ2
θ

(2.9)

by using a linearization around an approximate solution with rt,12 = rt,23. More than one
solution exists for different numbers of half turns of the helix.

Track Finding

The triplets are built from pre-selected hits in a reconstruction time frame. Currently, recon-
struction frames of 50 ns are used, which is roughly aligned to the silicon pixel’s time resolu-
tion of O(14 ns). Track candidates are built by combining valid multiple triplets which yields
a common

χ2
track(R̄) =

ntriplets∑
i=1

χ2
i (Ri), (2.10)

where ntriplets = nhits − 2 and χ2
i (Ri) corresponds to Equation 2.9 of the i-th triplet. R̄, which

translates directly into a particle’s momentum, is the weighted average of all triplet radii Ri.
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2.5 The Timing Detectors

The two timing detectors consist of plastic scintillators read out by Silicon Photomultiplier
(SiPM). In the central detector region, the material in the particles trajectories has to be min-
imized. Hence thin scintillating fibres are used in this part. Chapter 3 describes the design
in more detail. Particles which reach the tile detector in the outer detector barrels have re-
curled; they penetrated the outer tracking double-layer twice. Hence their momentum is
already measured as precise as possible. There is no need to minimize the material other
than from space constraints. The plastic scintillator tiles consist of EJ-2284 and have a size
of ∼6.3mm× 6.2mm× 5mm. They are wrapped into Enhanced Specular Reflector ESR foil.
The detector consists of 56 rings along the beam direction which each contains 56 tiles. They
are grouped into sub-modules of 4 tiles along the beam direction and 8 tiles in the transverse
plane. 7 sub−modules along the beam-direction assemble into one module.

The tiles are read out by 3mm× 3mm SiPMswhose signal is digitised by the sameApplication-
Specific Integrated Circuit (ASIC) as deployed for the scintillating fibre detector.

Prototypes tested in test beams yield a time resolution of O(50 ps) [72].

2.6 Data Acqisition System

The trigger-less DAQ system is built in such a way that each reconstruction computer receives
the data from the full detector of a time slice. A total data rate in the order of O(80 Gbps) is
expected at a muon stopping rate of 1 · 108Hz [73]. Figure 2.7 gives an overview of the whole
system. 1.25Gbps LVDS links connect the pixel sensors and the timing readout ASICs to the
front-end Field Programmable Gate Arrays (FPGAs) inside the magnet. The front-end boards
transmit the merged data stream optically outside the magnet to the switching boards which
further merge the data and forward it to the online reconstruction computer farm. These
computers receive the data from the whole detector of a time slice. A data collector manages
the storage of selected reconstruction frames. A detailed description of the fibre sub-detector
DAQ is given in chapter 13.

2.6.1 The MIDAS Framework

TheMu3e experiment’s DAQ is integrated into the Maximum Integrated Data Acquisition Sys-
tem (MIDAS) [74], which is developed at PSI and TRIUMF. It is in use in a vast variety of experi-
ments, and it is PSI’s standard DAQ system. This framework offers run control, event building
and logging, slow control and history systems and also online monitoring. The system offers
multi-user access through a web interface.

4from ELJEN TECHNOLOGY
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Figure 2.7: The trigger-less data acquisition system of the Mu3e experiment. 1.25Gbps LVDS links
connect the pixel sensors and timing readout ASICs with the front-end FPGAs. The switching boards
collect all data stream and route them to the reconstruction (Reco) computers. Two SiPM arrays, each
attached to one fibre ribbon and comprising 128 channels, with a total of 256 channels are connected
to one scifi board. Two scifi boards are connected to one experiment FPGA front-end board; all six
such boards are connected to a common switching board. This sums up to 256× 2× 6 = 3072 chan-
nels for the fibre sub-detector.

24



2.7. MECHANICAL SUPPORT, MAGNET AND COOLING

2.7 Mechanical Support, Magnet and Cooling

The cylindrically shaped detector with a total length of∼1.2m, a detector diameter of∼17 cm
and a diameter of the active volume where particles recurl of ∼80 cm is located inside a su-
perconducting magnet which provides a homogeneous 1 T magnetic field parallel to the beam
axis. The detector is mounted on a cage which is inserted into the magnet. The magnet’s
warm bore has a diameter of 1m. The calculated homogeneity along the beam axis is 0.1 %,
the uniformity in the transverse plane at the radius of 35 cm is 3 ppm [75].

The detector is cooled on one hand by a global gaseous helium flow through the whole
magnet bore. Furthermore, gaseous helium is fed to the volume between the pixels layers as
well as the volume between scintillating fibre detector and the pixel layer outside. In addition,
a fast gas flow is injected in the v-folds of the pixel support structure. Simulations of the
planned scheme show a temperature gradient of up to 40 ◦C at the outer two pixel layers [75].
Helium temperatures slightly above 0 ◦C are foreseen. The fibre and tile sub-detector’s ASIC
are cooled by additional liquid cooling systems (see chapter 12).

25



CHAPTER 2. THE MU3E EXPERIMENT

26



3
Scintillating Fibre Detector Concept

The cylindrically shaped scintillating fibre detector is located in the central part of the ex-
periment. Scintillating fibres are used to measure the precise time of passing particles with
minimal material in the particle trajectories. Scattering in the material spoils the momentum
resolution. This chapter starts with the requirements of the sub-detector determined in the
scope of this thesis. Followed by the detector’s design. The presented CAD1 models and ren-
derings are results of this work. In a third part, the expected particle rates and distributions
inside the sub-detector are discussed based on the integration of the fibre sub-detector into
the experiment’s simulation framework which is described in more detail in chapter 9.

3.1 Reqirements of the Sub-Detector

The sub-detector provides additional time information to the pixel sensors. On the one hand,
the timing is used to suppress combinatorial background and on the other hand to reject mis-
reconstructed track candidates, particularly wrong charge assignment. The latter requires a
time resolution per particle crossing of better than 350 ps and an efficiency close to one. This
allows resolving the sense of rotation from two sub-detector hits of tracks with p >20MeV/c
which recurl at least Φ > 90◦ (see Figure 2.4b) better than 95 %.

The fibre detector is required to resolve particle crossings at a total rate of 255MHz in the
whole detector.

At the same time, the material budget has to be as small as possible to maintain the excellent
momentum resolution. A too thin detector’s efficiency is insufficient. A plastic scintillator
detector with a thickness≲1mm is a trade-off between these two constraints. Figure 3.1 shows
the scattering of crossing particles in the fibre detector as a function of their momentum.

1Computer-Aided Design.

27



CHAPTER 3. SCINTILLATING FIBRE DETECTOR CONCEPT

0 10 20 30 40 50
e momentum [MeV/c]

0.0

2.5

5.0

7.5

10.0

12.5

15.0

17.5

20.0

sc
at

te
rin

g 
[d

eg
]

counts

10 MeV/c
20 MeV/c
35 MeV/c
50 MeV/c

Figure 3.1: Simulated scattering at a fibre ribbon consisting of 4 layers of 250 µm thick round fibres
as a function of the particle’s momentum. The path length inside the fibre ribbon depends on the
particles inclination angle.

3.2 The Sub-Detector’s Design

The cylindrically shaped detector is located in the central part of the experiment at a radius of
about 6 cm and has a sensitive length of roughly 29 cm. Three considerations determine the
sub-detector location. Firstly, no material should be placed outside of the fourth pixel layer
where the main momentum measurement is performed. Secondly, it has to be in close vicinity
to a pixel layer. The utilized track finding algorithm considers scattering alone in these layers.
And thirdly, the larger the radius is, the smaller the sub-detectors occupancy and consequent
pile-up.

The detector consists of round, double clad, 250 µm thick scintillating fibres. The fibres are
assembled to ribbons consisting of 3 or 4 layers which each consist of about 126 fibres. The
fibres of different layers are offset by the fibre radius. As shown in subsection 10.3.3, four or
fewer layers are feasible regarding the experiment’s momentum resolution and reconstruction
efficiency. On the other hand, ribbon prototypes consisting of 3 layers fulfil the sub-detector’s
requirements as presented in chapter 7. Both options will be tested in full-scale prototypes.
The fibre ribbons have a width of 32mm, a thickness of 0.9mm2 and a length of 288mm.
Twelve ribbons form the full scintillating fibre detector.

The fibres are read out on both sides by SiPM column arrays which are described in more
detail in section 5.3. The sensors are bonded on flex prints which connects them with the
readout electronics (see section 6.3) and provide bias voltage. The sensors are attached directly
to the polished fibre ends without the use of any additional optical grease or glue. Figure 3.2
shows the details of this assembly, which is spring loaded in the whole detector to account

24 layer ribbons.
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Figure 3.2: Schematic overview of the fibre ribbon coupling to SiPM column array readout sensors
present on both ribbon sides. The sensors are bonded onto flexprint cables. The assembly is fixed
with three screws and a stiffener.
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Figure 3.3: A fibre module, consisting of two ribbons, located in the central part of the experiment.
The full fibre detector comprises 6modules, respectively 12 ribbons. Furthermore the fibre support
structure including the support rings and fibre electronic boards are shown inside the experiment’s
support structure.
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Figure 3.4: The simulated angle of the particle momentum direction with respect to the outward
pointing fibre ribbon normal projected to the transverse plane for positrons (a) and electrons (b)
as a functions of the particle’s incident position along the beam (z) direction. The outer region ( )
is defined as |z| >100mm and the central region ( ) as |z| <50mm. Out going particles ( , )
penetrate the fibre ribbons from smaller to larger radii, vice versa for the recurling (inwards, ) ones.

for the fibres thermal expansion. Figure 3.3 shows one module and the experiment’s support
structure. A more detailed description of the detectors mechanics is given in chapter 12.

3.3 Particle Rates and Distributions in the Scintillating Fibre Detector

Table 3.1 summarizes the expected particle rates at a muon stopping rate of 1 · 108Hz. Particles
crossing the detector outwards for the first time, recurling particles and those passing the
detector inwards are distinguished. Figure 3.4 shows the distribution of positrons and electrons
along the beam (z) direction and the particles inclination angle in the transverse plane. The
inclination angle of a crossing particle is the angle between the particle’s momentum direction
and the outward normal of the fibre ribbons. ∆Φ is its projection to the transverse plane, where
∆Θ is its projection to the longitudinal plane which is shown in Figure 3.5. The different
inclination angles correspond to varying path lengths inside the detector. Their distribution
is presented in Figure B.1.

Figure 3.6 shows the totalmomentum and transversemomentumdistributions of the particles
crossing the fibre detector for the first time outwards, inwards and for further recurling particles.
The transversemomentum is linear to the two-dimensional helix radii. The number of detector
transitions is shown in Figure 3.7 and the vertex of the particles crossing the fibre detector in
Figure 3.8. Only about 70 % of the positrons and 0.5 % of the electrons detected in the fibre
detector originate from the target volume (see Table 3.1).
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Figure 3.5: The simulated angle of the particle momentum direction with respect to the outward
pointing fibre ribbon normal projected to the longitudinal plane for outwards (top) and inwards
(bottom) propagating positrons (a) and electrons (b) as functions of the particle’s incident position
along the beam (z) direction. The upstream region ( ) is defined as z <−100mm, the central region
( ) as |z| <25mm and the downstream region ( ) as z >100mm.

Table 3.1: Expected rates in the fibre detector at a muon stopping rate of 1 · 108 Hz in the target.
The rates are divided into the detector crossings from positrons and electron, and their direction:
inwards and outwards for the first time and all subsequent recurling hits. Furthermore, the particle
which originate from a vertex within r < 20mm and |z| < 55mm are listed separately as from the
target region.

particle type rate
from target total
total [MHz] total [MHz] per fibre [kHz]

positrons outwards, first transition 79 107 69.3
outwards, recurling 39 56 36.4
inwards 54 77 50.4
total 172 240 156.1

electrons outwards, first transition 0.02 7 4.7
outwards, recurling 0.03 2 1.0
inwards 0.03 6 3.9
total 0.08 15 9.6

total 172 255 165.7
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Figure 3.6: Simulated total momentum distribution and its transverse component, corresponding
to the projection of the trajectory onto the transverse plane, of particles crossing the fibre detector
at the first crossing outwards ( ), at the first crossing inwards ( ) and during all further recurlings
( ).
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Figure 3.8: The simulated vertex distribution in a longitudinal projection (z-r) of positrons ( ), in
the top, and electrons ( ), in the bottom, crossing the fibre detector ( ). The stopped muons decay
predominantly in µ → eνν. The fibre detector and the silicon tracking layers are indicated for better
orientation ( ). The distribution of positron’s vertices is dominated by the volume of the very thin
hollow target which manifests triangular in this projection. The positron and electron vertex density
are shown in different scales; the latter is enhanced by a factor of 250.
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4
Scintillating Fibres

Scintillating fibres combine the detection of charged particles and the propagation of their
response outwards in one single volume, hence optimizing the active volume. In this chapter,
the working principle of organic scintillators is introduced following [76, 77], completed by a
description of fibres as photon guides.

4.1 Organic Scintillators

Scintillation describes the emission of light in a medium by the passage of a particle. Typical
organic scintillators consist of a carrier substance, for example polystyrene, with two additive
dyes. The largest fraction of the deposited energy of a passing particle is deposited in the car-
rier substance and part of it needs to be transferred to the primary scintillator molecules, the
activators. In plastic scintillators with a typical concentration of O(10 g/L) this energy trans-
fer between adjacent molecules is non-radiative. Wavelength shifting dyes can increase the
attenuation length and adjust the scintillator’s emittance spectrum for particular applications.

4.1.1 Scintillator Molecules

In organic scintillators, molecules excited by the passing particles emit light in a subsequent
de-excitation process. They consist of aromatic hydrocarbon compounds made of benzene
ring molecules (C6H6). Three out of the four valence electrons, one 2s and three 2p orbitals, of
each carbon atom bind one hydrogen and two neighbouring carbon atoms in covalent σ bonds.
These three sp2 hybrid orbitals lead to the ring structure shown in Figure 4.1. The remaining
electrons, orbitals, form π bonds resulting in charge clouds below and above the carbon ring
plane. The individual electrons cannot be assigned to a specific atom, they are delocalized. The
scintillation properties arise from the energy levels of this π-electrons, illustrated in Figure 4.2.
The energy difference between S0 and S1 states is in the order of 3 eV to 4 eV, corresponds to
wavelengths of 300 nm to 400 nm. Furthermore, each level reveals sub-levels with a spacing
of O(0.16 eV) due to vibrational modes. Energy absorption from an ionizing particle leads to
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(a) sp2 hybrid orbitals. (b) Remaining p orbitals. (c) Delocalised π bonds.

Figure 4.1: Structure of benzene ring (C6H6) with its covalent σ bonds between C and H atoms, the
remaining p orbitals resulting in delocalized π bonds. Adapted from [78].
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Figure 4.2: Schematic view of the π-electron energy levels of a scintillating material and the dif-
ferent processes: photon absorption, radiation-less internal degradation to the S1 energy level, sub-
sequent fluorescence with photon emission, internal system crossings from singlet to the triplet
states and phosphorescence. Adapted from [76].
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excitation of π-electron and vibrational modes. The excitation into a triplet state is forbidden
due to spin conservation. States in energy levels above S1 decay very quickly, in less than
10 ps, radiation-less through internal degradation unto this ground state. Within the order of
1 ns, states in the S1 energy level decay into a vibration mode state of S0. This process emits a
photon and is called fluorescence. Due to the vibrational modes the energy of the emitted light
is smaller than the minimal energy required to excite an electron from the S0 ground state into
at least the S1 state. This suppresses the immediate re-absorption of the photons and makes
the material transparent for its emitted light. This shift between the absorbed and emitted
light is called Stokes shift.

It is possible that electrons transit in a radiationless process, called inter-system crossing,
to the triplet state. The lowest triplet energy state T1 is metastable, which causes decay times
in the order of milliseconds. The emission of light in the decay from this state into a vibration
state of the ground state is called phosphorescence and adds a delayed scintillation component
[76].

4.1.2 The Emission Spectrum of Plastic Scintillators

In general shorter wavelengths are more affected by scattering and absorption processes in the
material. Therefore the ultraviolet photons emitted by the primary scintillator molecules are
converted by absorption and re-emission by spectral shifter luminophores into lower energy
photons. This results in longer attenuation lengths and better matching to the wavelength
sensitivities of the photodetectors.

In conventional plastic scintillators the wavelength up-shifting is realized in a multi-step
process, hence lacks efficiency. Very recently introduced Nanostructured Organosilicon Lu-
minophore (NOL) bond the activator and spectral shifter through silicon atoms into one mo-
lecule. This provides a more efficient non-radiative energy transfer from activators to spectral
shifters resulting in a faster spectrum transformation [79]. Such NOL fibres are not yet com-
mercially available. Figure 7.1 shows typical emission spectra of scintillating fibres tuned to
match SiPM’s most sensitive wavelengths.

The photon distribution over time can be described by a swift rise of the emitted signal in
the order of 100 ps and the combination of two exponential decays. As described in section 4.1,
the decay consists of a fast component O(ns) and a slow component. The relative strength of
the two components depends on the scintillator material.

Light Yield of Plastic Scintillators

The efficiencies of all processes involved in the scintillation can be combined into a scintillation
efficiency. For Minimum Ionizing Particles (MIPs), the amount of light emitted is proportional
to the energy deposited in the material by a crossing particle [76]. Therefore, the light yield Y
is expressed in terms of total number of emitted photon, integrated over the whole spectrum,
per deposited energy. Typical values are in the order of 10 photons/keV. In the case of highly
ionizing particles, the light yield suffers from quenching due to lack of molecules in the ground
state. The light is emitted isotropically along the particle path.
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Figure 4.3: Repetitive internal total reflection in fibres guiding the photons. Transverse cuts perpen-
dicular to the fibre axis of round and square fibres are shown.

Scintillation consists of statistical processes, the number of emitted photons shows Poisson-
like fluctuations.

4.2 Fibres: Photon Guides

Plastic scintillating fibres act as guides for photons due to total internal reflection. These
fibres are available in different geometries, of which round and square cross sections are most
common. In general, they consist of a core material and a cladding material with a refractive
index ncore > ncladding. The incident angle Θ of a photon is described with respect to the
normal of the interface between the two materials. If the incident angle of a photon is larger
than a critical angle

Θc = arcsin

(
ncladding

ncore

)
, (4.1)

the photons are totally internally reflected. The absolute value of the incident and reflected
angle are equivalent. In the case of perfectly round fibres, this leads to continuous internal
reflection with a constant incident angle of the photon with respect to the interface surface,
as shown in Figure 4.3a. In the case of square or rectangular fibres, shown in Figure 4.3b,
the angles at different faces differ. Photons are only guided inside such a fibre by repetitive
reflections if the angles at both ends fulfil the total internal reflection criterion.

The use of additional claddings with progressive smaller refractive index decreases the crit-
ical angle Θc, thus increases the collection of scintillation light emitted in the core material.
Even though the total internal reflection angle is in principle determined only by the ratio of
the refractive index of the outermost (smallest n) layer and the core material, multiple layers
are required for the mechanical stability of the claddings.

A typical multi-clad scintillating fibre, as shown in Figure 4.4, consist of a polystyrene (PS)
core with a refractive index of ncore = 1.59, cladded with polymethyl methacrylate (PMMA)
and a fluorinated polymer (FP) with refractive indices of nPMMA

clad = 1.49 and nFP
clad = 1.42.

Fluorescent dopants are mixed into the core material only, hence this is the scintillating active
volume. The claddings have a typical combined thickness in the order of 3 % of the fibre
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Figure 4.4: Capture of scintillation photons in a typical fibre by intern total reflection at the inter-
face between core and PMMA cladding ( ) or at the interface between PMMA and FP cladding ( ).
Photons with an angle larger Θc ( ) leave the fibre and are lost. The photon exit angles depend on
the refractive index of the surrounding material.

Table 4.1: Capture Efficiency (CE) per hemisphere for round and square fibres at the first and
second cladding and in the ideal case of a fibre embedded in air or vacuum (n ≈ 1). The angle is
defined with respect to the fibre axis.

total reflection at 1st clad 2nd clad air

angle [deg] 21.4 27.4 51.3
CE round [%] 3.4 5.6 18.7
CE square [%] 4.4 7.3 28.0

diameter. Due to mechanical stability, it is not possible to use only one FP cladding. The
fibres are produced in a preform drawing method which takes special care of the molecular
orientation of the polystyrene core polymer. A higher degree of molecular orientation reduces
its optical transparency1 [79]. Plastic scintillating fibres are available with diameters from
250 µm up to 2mm.

4.2.1 Capture Efficiency

The efficiency to collect scintillaiting photons emitted in the fibre core and guide them to the
fibre ends is determined by internal total reflection and their attenuation along the propaga-
tion path. Table 4.1 summarises the capture efficiency of round and square fibres for single and
double claddings. The reflection at the interface of the second cladding and the surrounding is
determined by the surface roughness and the embedding medium’s refractive index. In prin-

1but increases the mechanical stability.
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ciple, the best results could be achieved with a bare fibre in air (nair ≈ 1). In most applications
the fibres are embedded in epoxy resins with typical refractive indices larger than nFP

clad. In this
case most of the photons entering the second cladding are lost. The propagation of photons
with small incident angles involves many reflections and hence results in long path lengths
with respect to photons with larger incident angles. Photons with longer path lengths through
the fibre are more prone to attenuation.

4.2.2 Attenuation Length

Losses of scintillation photons during the propagation along the fibre are characterized by
a wavelength dependent attenuation length Λ(λ) defined as the distance along the fibre at
which a fraction of 1/e of the initial photons with a wavelength λ are remaining. Note that
this distance does not correspond to the covered pathlength of propagating photons which is
angle dependent. Causes for attenuation are absorption of the scintillatingmaterial, impurities
and traps as well as imperfections in the interfaces. Total reflections at the different interfaces
and different emission angles lead to a variety of photon propagation modes. For example
more meridional rays which pass by the fibre axis closely between every reflection or more
helical skew rays. This results in multiple attenuation length components. Typically the light
intensity I(λ, d) at a certain wavelength λ at a distance d along the fibre can be described by

I(λ, d) = I
long
0 (λ)e

−d
Λlong(λ) + Ishort0 (λ)e

−d
Λshort(λ) , (4.2)

where I long0 (λ)+ Ishort0 (λ) = I0(λ) is the initial intensity at the wavelength λ. Λshort, relevant
for the Mu3e experiment, is around 20 cm to 30 cm [80] whereas Λlong is in the order of 3m
[81].

Approximations in the Mu3e Regime

The emission spectrum Iinteraction(λ) at the interaction position d yields a total light intensity
at the photons exit position at the fibre end of

Iexit(d) =

∫
exp(

−d

Λ(λ)
)Iinteraction(λ)dλ. (4.3)

Measurements showed [80] that for the relevant wavelengths of 400 nm to 550 nm (see Fig-
ure 7.1) and distances of 0 cm to 30 cm

Iexit(d) ≈ exp(
−d

Λattenuation
)

∫
Iinteraction(λ)dλ. (4.4)

This corresponds to a roughly constant Λ(λ) in the considered range.
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5
Silicon Photo Detectors

Silicon-based photon detectors combine the low-light detection capabilities of traditional Pho-
tomultiplier Tubes (PMTs) with the advantages of solid-state devices. They offer relatively
low-voltage operation in the order of few 10V, mechanical robustness, small form and large
fill factors, insensitivity to magnetic fields, and uniform responses. Following [72, 77, 82–84],
this chapter firstly introduces the working principle of silicon photodetectors followed by a
more detailed description of SiPMs in section 5.2. Supplemented by a detailed description of
the sensors which will be used in the fibre detector in section 5.3 and preliminary irradiation
studies in the context of theMu3e experiment and this thesis in section 5.4.

5.1 Working Principle

Silicon absorbs photons passing through. Energy is transferred to a bound electron which
is moved from the valence into the conducting band producing an electron-hole pair. The
absorption depth, the silicon thickness at which 1−1/e photons have been absorbed, is highly
photon energy dependent. It ranges from 4 · 10−3 µm at wavelengths of 280 nm up to 30 µm at a
wavelength of 900 nm. For photon energies below the band gap of 1.12 eV it becomes basically
transparent.

In the interface region between a p-type and n-type doped semiconductors, a p-n junction,
the mobile charge carriers diffuse into the opposite site and recombine. This layer is depleted
from mobile charge carriers and leads to the build-up of oppositely charged regions. Thereof
a local electrical field forms which stops, in the end, the charge carrier exchange in an equilib-
rium between this force and the diffusion “pressure”. An external voltage across this structure
causes a current flow in one direction and heavily suppresses it in the opposite one. Elements
with this property are called diode. Forward biasing, where the resulting field opposes the in-
trinsic one, neutralizes the depletion zone and leads to a current flow above a threshold voltage
Vd. Reversely biased, the depletion zone is extended causing a high resistance to the flow of
charge carriers. The depletion zone breaks down if the electric field is above a critical level
caused by external potential larger Ubr. Breakdown processes, either tunnelling of electrons
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Figure 5.1: Typical diode I-V diagram. Three operation regions exists: forward or reverse biased
and breakdown. SiPMs are operated at Ubias in the breakdown region; a quenching resistor is re-
quired to interrupt the current flow and subsequently reset the pixel.
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Figure 5.2: Doping and electric field structure of PIN diode (5.2a) and APD (5.2b).

from valence into conducting bands or avalanches, are reversible as long as no thermal damage
is caused.

If a photon is absorbed in the depleted region, the charge carriers, i.e. the electron and the
hole, drift in the electric field in opposite directions creating a net current.

PIN diode

To increase the active volume of a sensor an intrinsic silicon layer can be added in between the
heavily doped p+ and n+ layers. A small reverse bias is enough to extend the depletion zone
over the full intrinsic layer and form a uniform electric field in this zone (see Figure 5.2a). The
induced current of such a PIN diode is proportional to the incoming photon flux and stable
with respect to temperature and bias voltage variations. The absence of an internal gain, one
absorbed photon sources one hole and one electron, makes the detection of single photons
practically impossible.
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Avalanche Photo Diode

APDs allow the measurement of single photons by exploiting an internal gain mechanism.
This gain can be achieved if charge carriers acquire enough energy due to high electric fields
(> 5 · 105V/cm) to create secondary electron-hole pairs via impact ionisation. Such fields are
obtained by high doping gradients at the p-n interface. With respect to PIN diodes the active
volume is shifted to a p+-i-p region as illustrated in Figure 5.2b. In order to extend the depletion
over this volume reverse bias close to the Ubr is used. Incident photons produce electron-hole
pairs whereby the electrons drift in the moderate electric field towards the amplification layer
in the junction. Due to the higher ionisation coefficient of electrons over holes, only the first
participate in the amplification avalanche. The avalanche propagates in one direction until
the electrons leave the high field region. In this operation mode, the number of electrons in
the anode is proportional to the number of initial electron-hole pairs, gains up to 1000 can be
achieved.

Even higher gain is achieved if the APDs are operated above Ubr in the so-called Geiger
mode. In this mode, the electric field is large enough so that also the holes participate in the
avalanche amplification process. This leads to a self-sustaining breakdown with significant
current flow which needs to be quenched. A passive quench resistor of a few 100 kΩ stops
the avalanche by reducing the effective voltage below Ubreakdown due to a voltage drop at the
same. Consequently, the voltage across the diode recharges and resets the sensor. The time
needed for this process is called recovery time. Figure 5.1 illustrates this process of breakdown,
quenching and subsequent resetting. In this mode, the gain, up to 1 · 106, is a constant, given
by the difference between the operation voltage Ubias and Ubr. This voltage difference is called
overvoltage Uover. Once an avalanche is triggered, the signal is independent of the number of
absorbed photons. Thermal electrons in the active volume can also trigger an avalanche. Due
to the unity gain, the signal of this so-called dark counts is not distinguishable from signals
caused by photons. The increased gain comes at the expanse of photon counting capability.

A typical current signal can be envisaged as the discharge of the pixel capacitance Cd,
initially biased by Ubias, through the small pixel resistance RS . The capacity Cd depends on
the pixel size. A large enough resistance Rq in the bias leg quenches the discharging current
flow. Thus, the signal’s rise time is given by trise = RSCd. The maximal current is determined
by Uover/Rq , consequently the gain is linear in Uover. The avalanche process determines the
pixel resistance. Hence it rises with the exponential decrease of Uover due to the discharge.
The signal decay time, which is at the same time the recovery time of the pixel, is given by
CdRq .

5.2 Silicon Photomultiplier

Silicon Photomultiplier (SiPM) refers tomulti-pixel array APDs operated in theGeiger mode [85].
The combination of small individual pixels, typical dimensions range from 10 µm to 100 µm,
with individual quench resistors restores the photon counting capability and still provides
high gains. Figure 5.3 shows a typical pixel structure. The signal of a single triggered pixel
does not depend on the number of incident photons. The individual pixels are connected in

45



CHAPTER 5. SILICON PHOTO DETECTORS

SiO2

n−
p

p+

n

n+

Rq contact

cathode contact

trench

pixel

Figure 5.3: Structure of a typical SiPM pixel: APD structure with additional silicon oxide layer, guard
rings, quench resistor Rq and trenches between pixels. Adapted from [82].

parallel. Hence, the device’s signal is a binary combination of all pixels with discrete signal
levels for the number of triggered pixels. During the discharge of one or multiple pixels, see
Figure 5.1, all the others remain fully charged. Table 5.1 summarizes typical values and the
dependencies of typical SiPM properties which are described in the following.

5.2.1 Detection Efficiency

The fraction of the surface sensitive to light is called fill factor. The separation of the individual
pixels, the quench resistors and connection lines reduces this area. The dead area’s size is
almost independent of the pixel size, therefore the fill factor increases for sensors with large
pixels. A typical fill factor ϵfill for SiPM with pixels size of 50 µm× 50 µm are in the order of
70 % to 80 %. The Photon Detection Efficiency (PDE) is given by

PDE(Uover, λ) = εq(λ) · εfill · εavalanche(Uover) (5.1)

where εq(λ) is the photon wavelength-dependent quantum efficiency of silicon, the probab-
ility that such a photon produces an electron-hole pair. εavalanche(Uover) is the overvoltage-
dependant probability that a free charge carrier triggers an avalanche. In normal SiPM opera-
tionmodes the sensor is fully depleted, hence the avalanche probability approaches εavalanche →
1. The wavelength dependency of PDE is shown in Figure 7.1.

5.2.2 Dark Count Rate

Each pixel shows a similar dark count behaviour as a single APD in Geiger mode. If SiPMs are
used to detect single photons, dark counts are the main noise contribution. As in the case of a
single Geiger mode APD, avalanches from single pixels triggered by incidence photons cannot
be distinguished from these provoked by thermal electrons. The Dark Count Rate (DCR) is the
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rate of such dark counts per sensor. This definition introduces a linear dependency on the SiPM
area. Two sources of thermal electrons exist. Firstly, electrons transfer from the valence to the
conducting band via an additional state, a trap, within the band gap. This process is sensitive
to the temperature and trap density. Secondly, the tunnelling between the bands which is a
function of the electric field and only weakly temperature dependent [82]. The first process
dominates above a cross-over temperature typically below 0 ◦C. Typical values of DCR at room
temperature (25 ◦C) are in the order of 50 kHz/mm2 with a factor two increase approximately
every 5 ◦C.

The current, in the absence of photon-induced signals is called dark current Idark and con-
sists of two components: A bulk current due to thermal charge carriers and a surface current
due to defects in the silicon oxide interface [83]. Both contributions are functions of Ubias.
A significant increase of dark current occurs when Ubias approaches Ubr. In fact, the later is
defined by

dIdark
dUbias

⏐⏐⏐⏐
Ubr

= 0. (5.2)

For bias voltages above Ubr, the dark current is dominated by the dark counts Idark ≈ DCR ·
gain · 1

1−εcrosstalk
. A second significant increase of dark current is observed at bias voltages

well above breakdown voltage at the point where the quench resistance becomes too small to
stop an avalanche. In this regime, the sensor behaves like an ohmic resistor. Typically, DCR is
quoted at a signal threshold of 0.5 photoelectrons. 1.0 photoelectrons correspond to the signal
caused by exactly one SiPM pixel.

5.2.3 Crosstalk

The combination of multiple pixels, single Geiger mode APDs, to one sensor leads to cross-talk
between them. The accelerated charge carriers of an avalanche emit 2.5 · 10−5 photons/electron1

with a wavelength between 500 nm and 1600 nm [86]. The absorption length in silicon of such
near infrared photons is in the order of mm, hence the produced photons travel considerable
distances. Either directly or reflected at the entrance window or at the back side of the sub-
strate, they can reach a neighbouring pixel where they potentially create an electron-hole pair
and subsequently trigger an avalanche. Since the number of produced infrared photons is
proportional to the gain, the cross-talk is also.

If the charge carrier pair is created inside the active region, the secondary pixel fires within
the order of 100 ps. The sensor’s signal amplitude doubles, it mimics precisely a two-photon
signal. The cross-talk probability determines the number of dark count signals with an amp-
litude > n pixel with respect to the signals >= n triggered pixels. Figure 5.4 shows the
measured DCR dependent on the applied threshold. The rate at threshold t corresponds to all
signals with a voltage amplitude ≥ t, hence the plateaus correspond to the rate of all signals
≥ n pixel levels. The ratio of two plateaus corresponds to the prompt cross-talk probability.

If the charge carrier pair is created in the bulk substrate they can drift to the active region
and trigger an avalanche. Since drift is a rather slow process, this correlated cross-talk can

1Hamamatsu S10362-11-100U operated at a voltage above quenching at 23.5 ◦C room temperature.
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Figure 5.4: The DCR of a Hamamatsu S13360-1350PE with an active area of 1.3mm× 1.3mm at
3 V above its breakdown voltage at 20 ◦C as a function of the applied amplitude threshold. Multiple
sigmoid functions are fitted to emphasize the step structure ( ). Peaks in its derivative, shown in the
bottom part, highlight the discrete amplitudes of one, two and three-pixel signal. Crosstalk causes
multiple pixel signals.
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Table 5.1: SiPM properties and their dependencies in combination with typical values for a Hama-
matsu S13360 sensor with a pixel size of 50 µm× 50 µm operated at Uover = 3V at room temperature
of 25 ◦C.

property dependencies typical values

Ubreakdown ∝ T 54mV/K (53± 5) V
gain Cd · Uover 1.7 · 106
DCR dDCR

dT
≈ T , ∝ Uover

×2
5K

50 kc/s/mm2

PDE Uover 40 %
cross-talk Uover 3 %
after pulse Uover < 1%
SPTR Uover FWHM : O(200 ps)

occur with a delay in the order of several 10 ns.
Cross-talk in SiPM is reduced by the introduction of trenches between pixels which are

opaque for the infrared photons.

After pulses

If charge carriers are trapped during an avalanche and released during the recovery of the
pixel, signals with non-unity gain occur. The signal amplitude in the same pixel depends on
the pixel’s recovery state.

5.2.4 Time Resolution

The stochastic nature of SiPM signal generation, as well as non-uniformities in and between
individual pixels, lead to an intrinsic time resolution for single photons. This Single Photon
Time Resolution (SPTR) depends mainly on Uover and weakly on the photon’s incident position
within a pixel [87]. Measurements performed with the STiC ASIC of a Hamamatsu S13360 SiPM
with a pixel size of 50 µm× 50 µm yield a time resolution of FWHM = (158± 7) ps [88] at
high overvoltage O(10 V).

5.3 SiPM Column Arrays

Multi-channel SiPMs out of two dies each with 64 channel arranged in a one-dimensional array
are utilized in the experiment to detect the scintillation light from the fibres. Each channel
consists of 104 pixels with a size of 57.5 µm× 62.5 µm arranged by a 4 × 26 grid resulting in
a channel area of 230 µm× 1625 µm. Figure 5.5 presents an equivalent circuit of one channel
with N individual pixels [90]. They are separated by trenches of the fifth generation Hama-
matsu low-crosstalk development (LCT5). The channels have a pitch of 250 µm, and a gap of
220 µm separates the two dies in the centre of the sensor. They share a common cathode. The
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Figure 5.5: Equivalent circuit of a SiPM resulting from a large number of N parallel-connected
Geiger mode APD cells from [89]. For Hamamatsu S13552 the variables show the following values:
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Figure 5.6: Picture of a Hamamatsu S13552-HRQ SiPM column array (left) and a schematic side view
(right). All dimensions are given in units of mm. 24 such sensors are used in the Mu3e fibre detector.

sensors are delivered wire bonded to a Printed Wiring Board (PWB) with solder pads on the
backside and covered with a 105 µm thick epoxy resin. Figure 5.6 shows such an assembly.

The Hamamatsu 11.2016 S13552-HRQ SiPM was developed by a collaboration of Hama-
matsu, the LHCb collaboration and CERN for the LHCb scintillating fibre tracker. The LHCb
collaboration characterised this sensor in great details [91]. Table 5.2 summarizes its key num-
bers.

5.4 Radiation Damage in Silicon Photomultipliers

Radiation damages silicon-based detectors through two different mechanisms. Locally distor-
ted silicon lattice in the bulk causes states with new energy levels. The most common displace-
ment is the displacement of an atom from a regular lattice position to a usually not occupied
spot, called Frenkel displacement. In silicon, the energy of this pair, the vacancy and the atom
at an interstitial site, is 21 eV. This increases the dark count rate and the after-pulsing due to
changes in the charge collection. Damage of this type is proportional to the non-ionizing en-
ergy loss (NIEL) in the bulk material, which is a small fraction of the energy loss of low energy,
a few MeV, electrons. Photons with energy below 300 keV and electrons with energy below
255 keV generate no damage in the bulk. The effects of ionisation, the much larger fraction, is
fully reversible in the conducting bulk and causes no damage.

The second damage mechanism occurs on the sensor surface in the thin dielectric silicon
oxide layer where ionisation creates electron-hole pairs. Not all pairs recombine, but the elec-
trons escape the oxidewhich causes an accumulation of positive charge. Some of the remaining
holes accumulate at the silicon to silicon oxide interface and generate traps. This leads to ad-
ditional surface currents, which increases the leakage current. Surface damage is proportional
to the ionisation energy loss in this layer.

The extrapolation of radiation damage from measurements to the device performance in
the experiment has to be separated in bulk and surface damage due to their very different
mechanisms. The deposited dose in the thin, a few to hundred nanometers thick, silicon diox-
ide layer causes surface damage. Bulk damage extrapolation bases on NIEL in the full, roughly
300 µm thick, silicon crystal. The damage in the lattice, consisting of displacement of atoms, is
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Table 5.2: SiPM (S13552-HRQ) characterisitcs at ∆T = 3.5V and T = 25 ◦C from [91].

characteristic value

breakdown 51.0 V
variation per sensor ±250mV
variation between sensors ±500mV
temperature coefficient 53.7mV/K
gain 3.8 · 106
direct crosstalk 3 %
delayed crosstalk 2.5 %
after-pulse 0 %
peak PDE 48 %
max PDE wavelength 450 nm
mean quench resistance RQ 490 kΩ at 25 ◦C
recovery time τrecovery (68.9± 2.1) ns
short component τshort < 1 ns
long component τlong (50.1± 4.1) ns

caused by Primary Knock-on Atom (PKA) with recoil energy ER below 2Emax
R . In the case of

electrons, Coulomb scattering is the main PKA production process. The lattice damage caused
by them can be expressed by the displacement damage function [92]

D(E) =
∑
ν

σν(E) ·
∫ E

max
R

0
fν(E,ER)P (ER)dER, (5.3)

where ν are all possible interactions of a particle with the energy E leading to a displacement
of an atom in the silicon lattice. σν is the cross section for such a process, fν(E,ER) the
probability for a PKA with the energy ER. The Lindhard partition function P (ER) describes
the portion of recoil energy that is deposited in the form of displacement damage [93]. It is
conventional to express bulk damage relative to the damage that would be caused by a given
flux of 1MeV neutrons (neq), which show total kinetic energy release in silicon of 95MeVmb.
Figure 5.7 shows the damage function of electrons as a function of kinetic energy.

Under the assumption of a 100 nm thick silicon oxide layer and a bulk thickness of 300 µm
the deposited energy dose in the oxide layer and the NIEL in theMu3e fibre detector’s SiPM bulk
is extracted from simulation. This is needed to extrapolate the detectors performance dur-
ing operation. At a muon stopping rate of 1.0 · 108muon/s, the sensors experience a particle
rate through their volume of (116± 10) · 103/s in the upstream located sensors respectively
(82± 8) · 103/s in the ones located downstream consisting of one third electrons, two thirds
positrons and below 0.2 % photons. This rate divides over the sensors 128 channels respectively

2Emax
R = 2

Ek+2mpc
2

Mc
2 Ek where Ek is the kinetic energy of the incoming particle,M the mass of the

silicon atom and mp its rest mass.
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Figure 5.7: The relative bulk damage ( ) due to lattice displacements with respect to 1Mev neut-
rons (neq) as a function of the particles kinetic energy from [94] in combination with the expected
energy spectrum of electrons ( ) and positrons ( ) in the fibre detector’s SiPM arrays.

Figure 5.8: Expected incident angles of electrons (•) and positrons on the up (•, Θ > π/2) and down
stream (•, Θ < π/2) side in the SiPMs. ∆Φ is given with respect to the sensor’s column orientation.
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an area of 32mm× 1.6mm = 51.2mm2. Due to the location of sensors and the experiment’s
event topologies, most of the tracks penetrate the SiPMs not perpendicular to the active surface.
Figure 5.8 shows the expected incident angles of electrons and positrons. The particle’s kin-
etic energy spectrum is presented in Figure 5.7. In 1 · 107 s, corresponding to 116 d, of beam
time, roughly one year of operation, a dose of (263± 71) Gy, (184± 68) Gy respectively, is
accumulated in the silicon oxide layer. In the same time period the neutron equivalent flu-
ence3 of (3.45± 0.18) · 1010 neq/cm

2, (2.45± 0.07) · 1010 neq/cm
2 respectively, through the bulk

is acquired.

5.4.1 Expected Radiation Damage from Literature

Whereas in most SiPM applications with significant radiation either signals of hundreds of
photons are detected or the sensors are operated well below room temperature, in Mu3e
single photons are detected at room temperature. Many irradiation studies have been con-
ducted by different groups with different applications in mind. For applications with hun-
dreds of photons the focus is on dark current behaviour as a function of irradiation. Due to
the fact that radiation damage in the oxide layer increases the leakage current but does not
increase the dark current rate, but displacement damage in the bulk increases both, the ex-
trapolation from dark current to dark count rate, even with known gain, is not possible. The
irradiation of Hamamatsu S10362-11-050C with x-rays below 300 keV, causing only damages
in the oxide layer, shows a significant increase of dark current but no significant increase of
the dark count rate, below 10%, up to an irradiation dose of 20 kGy [95]. For higher doses,
up to 20MGy, significant dark count rate was observed. It has been demonstrated that the
increase in dark current is independent if the sensors are biased or not during irradiation for
Hamamatsu devices [96]. Furthermore, the dark count rate as a function of overvoltage scales
globally with irradiation, it shows the same dependency [96]. The annealing with respect to
the dark current shows an exponential behaviour in temperature of τannealing,0◦ = 40 d at 0 ◦C
and a decay constant of λ = −0.096 d/◦C [96]. The signal degradation is below 10% for
irradiations up to 1 · 1010 neq/cm

2 [97]. It is observed that irradiation degrades the uniform
gain of all pixels [98, 99], which corrupts the characteristic step behaviour of the dark count
rate as a function of the threshold, used for calibration. In comparrison of different sensor
vendors, Hamamatsu devices usually perform best with respect to dark current as a function
of irradiation [96, 100, 101]. No significant drop in PDE is observed. The LHCb collaboration
performed extensive irradiation studies with the same sensors used in the Mu3e experiment.
The characterisation, in particular dark current measurements, are performed around −40 ◦C,
far below the operation temperature in Mu3e. Thus, an extrapolation is not trivial.

5.4.2 Observations

First irradiations with a MBq 90Sr source show a linear dependency of DCR. Figure 5.9 show
this dependency as a function of 1MeV neutron equivalent fluence. As expected, the irradi-
ation with x-rays with an energy below 60MeV cause no increase in DCR. The rate is obtained

3integrated flux.
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Figure 5.9: DCR of Hamamatsu S13360-1350PE as a function of irradiation by a 90Sr source at room
temperature. The presented rate is corrected for temperature variations; the bias voltage is kept
constant. At ∼3.2 · 109 neq/cm

2 the sensors annealed at room temperature for ∼10 days. Courtesy of
L. Gerritzen.

by a discriminator with a fixed threshold at the 0.5 photoelectron level of the not irradiated
sensor. No significant loss in signal amplitude is observed.
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6
SiPM Readout Electronics

The electrical signals from SiPM are either pre-amplified and read out by application-suited
digitizers or directly by dedicated ASICs. For detector R&D the combination of pre-amplifier
and waveform digitizers, for example, the Domino Ring Sampler (DRS4) chip (see section 6.2),
provide the most insight into the investigated systems. Dedicated ASICs allow in general to
build more compact and power-efficient multi-channel systems tailored to an experiment’s
needs.

This chapter gives an overview of available SiPM readout ASICs followed by a more detailed
description of DRS4, STiC andMuTRiG ASICs which are used in the scope of this thesis.

6.1 State of the Art SiPM Readout Electronics

The available SiPM readout electronics can be grouped in two main classes. Firstly, chips that
comprise only the front-end which typically contains amplification stages and consequent
discrimination. These chips need additional digitization; pre-amplification might be required.
Secondly, mixed-mode ASICswhich combine the front-end with signal processing, digitization
and fast serial transmission. It is very challenging to suppress commonmode noise from digital
chip parts in the analogue input-stages. Mixed-mode chips for Time of Arrival (ToA), Time over
Threshold (ToT) and charge measurement exists. Table 6.1 lists different available SiPM readout
ASICs.

Readout Electronics for the Scintillating Fibre Detector

The Mu3e scintillating fibre detector requires the digitization of the ToA at a single photon
level where very little space is available. Furthermore, the readout electronics has to cope
with 650MHz signal from particles crossing the detector in combination with up to about
300MHz DCR on a single photoelectron trigger level. Due to the space constraints, the usage
of a mixed-mode ASIC is required. None of the available chips was initially able to handle the
required rates. MuTRiG was developed within theMu3e collaboration based on STiC to fulfil
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Table 6.1: Overview-of-state of the art SiPM readout ASICs. The abbreviations ToA and ToT stand for
Time of Arrival, respectively Time over Threshold. The ASICs are grouped according to their field of
application.

type ASIC family description/comment

ToA & ToT STiC/MuTRiG [102, 103] MuTRiG evolved for Mu3e
PETA [104–106] for PET, sensor-ASIC hybrids available
TRIROC [107] limited rate capability

ToA & charge TOFASIC [108, 109] focus on PET, max 600 kHz/channel
charge integration KLauS [110, 111]

VATA [112] no sufficient time information
SPIROC [113]

only front-ends BASIC [114]
FLEXTOT [115]
PETRIROC [116, 117] additional ADCs required
NINO [118, 119]
CITIROC [117]
DRS4 [120] waveform sampling

the detectors requirement and is described in more detail in section 6.3. The tile sub-detector
uses the same SiPM readout chip.

6.2 The DRS4 ASIC

The DRS4 [120] chip is a switched capacitor array based digitizer chip with nine input channels
able to handle up to 5 gigasamples per second with an array depth of 1024 capacitors. It has
an input bandwidth of 850MHz. Samples of the analogue waveforms are stored in a series of
capacitors which are enabled successively. The so-called DominoWave, generated by the delay
of a series of inverters, opens the switches to the 1024 capacitance of one channel in circular
sequence. Small internal mismatches of capacitances in the inverters introduce cell-dependent
variations in the sampling bin widths. The speed of this wave is locked via a Phase Locked
Loop (PLL) to an external reference clock. A trigger stops the propagation of the DominoWave
and therefore the sampling. An external Analog to Digital Converter (ADC), typically an octal
AD9222 operating at 64Msps, is used to digitise the waveforms. Flexible cascading schemes
allow combining multiple channels and chips to increase the waveform depths. Furthermore,
one of the nine channels is usually used to digitise a global reference clock for calibration [120].

58



6.3. THE STIC AND MUTRIG ASICS

t0 time
am

pl
it
ud

e

T -threshold

E-threshold

ToA

ToT

1.6 ns

32×50 ps

coarse counter
fine counter

T -timestamp

Figure 6.1: Sketch of the STiC and MuTRiG functionality. The analogue signal from a SiPM ( ) is
discriminated by a “time” T - and an “energy” E-threshold. The ASIC digitizes the relative time with
respect to a common reset t0 of the rising edge at the T-threshold and the falling edge at the E-
threshold into a T- and an E-timestamp. These timestamps comprise a 1.6 ns course counter which
is divided into 32 fine counter states, corresponding to bins with a mean width of 50 ps. The T-
timestamp corresponds to the signal’s Time of Arrival (ToA). The difference of the two timestamps
provides a linearized Time over Threshold (ToT). It is possible to suppress signals which do not pass
the E-threshold.

6.3 The STiC and MuTRiG ASICs

STiC and MuTRiG are custom mixed-mode ASIC in 0.18 µm CMOS1 technology developed at
the Kirchhoff Institute for Physics at the University of Heidelberg. The chip was originally de-
veloped under the name STiC (v3) for Positron Emission Tomography (PET) applicationswithin
the scope of the EndoTOFPET-US project. Its successorMuTRiG consists of the identical ana-
logue front-end and Time-to-Digital Converter (TDC) in combination with a new digital part
adjusted to the requirements of theMu3e experiment, in particular, faster digital links.

Figure 6.1 sketches the functionality of this ASIC. The analogue signals from SiPM is dis-
criminated by a lower “time” T - and an higher “energy” E-threshold. The ASIC digitizes the
relative time with respect to a common reset t0 of the rising edge at the lower T threshold
and the time of the falling edge at the higher E-threshold into a T- and an E-timestamp. The
T timestamp corresponds to the signal’s ToA. The difference of the two timestamps provides
a linearized ToT. These two timestamps are the output of the ASIC. In the MuTRiG version,
it is possible to substitute the E-timestamp by a single flag which indicates if the signal has
passed the E threshold. This reduces the size of aMuTRiG event which allows for higher event
rate at same link speed, in particular to reach the required 1.1MHz/channel2. Since the ASIC
was initially developed for PET applications, with large signals and the need to suppress single
photon noise, a optional signal validation by the E-threshold can be imposed. In this case, only

1Complementary metal-oxide-semiconductor.
2Before ∼40 kHz/channel
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signals passing this threshold are processed in the digital part and transmitted off-chip. This
suppresses the sensors’ dark signals.

The chips provide a single 8b/10b [121] encoded LVDS link running at 160Mbps in the case
of STiC and at 1.25Gbps forMuTRiG.

6.3.1 The Analogue Part

The ASICs comprise a current sensitive low impedance analogue front-end which allows for a
differential or single-ended connection scheme of detectors and positive as well as negative
signal polarities. The voltage at the positive input terminal can be adjusted in a range from
100mV to 900mV with respect to ground which allows a individual adjustment of the bias
voltage of attached SiPM. Subsection C.1.1 provides a detailed description of the analogue
front-end.

The T-threshold can be adjusted around the single photon level, whereas the E-threshold
covers a much larger range up to typical SiPM saturation levels. Both thresholds can be used
for both signal polarities. Subsection C.1.2 describes the implementation of the thresholds in
the ASIC.

6.3.2 Time-to-Digital Converter

The T- and the E-timestamps are digitized by the same Time-to-Digital Converter (TDC) unit.
They comprise a 1.6 ns course counter part which is divided into 32 fine counter states. An
example of a timestamp is presented in Figure 6.1.

The STiC’s and MuTRiG’s TDC, developed and characterized by [122], is based on a Phase
Locked Loopwith a 16-stage Voltage Controlled Oscillator. The coarse counter is driven by the
PLL output, whereas the fine counter part is defined by the Voltage Controlled Oscillator (VCO)
state. The logic signal propagation through the 16 delay cells with a mean delay of τ̂d each, is
inverted at the last element and fed back. This results in a coarse counter clock of 32 τ̂d and
32 different VCO states. In this way, the fine counter divides each coarse counter bin into 32
sub-bins. If the TDC is triggered, the coarse counter, as well as the VCO state, are latched. To
stabilize the PLL and allow for the synchronization of multiple such devices, it is locked to an
external reference clock.

STiC, with its 64 channels, comprises two PLLs, one for 32 channels each. The 32-channel
MuTRiG contains only one. In both cases, the VCO is designed for a frequency of 625MHz.
This results in coarse counter bin width of 1.6 ns and mean fine bin width of 50 ps. Figure 6.1
shows an example of a timestamp consisting of this two counters. It is possible to trigger the
TDCs by an external pulse. The dead time of the TDC is ∼40 ns (see subsection 11.2.2).

The Coarse Counter

The coarse counter is a 15 bit Linear Feedback Shift Register (LFSR). Since the coarse counter
is in principal unstable during the switching of two states, two states are always latched. One
at the rising and one at the falling edge of the coarse counter clock. Depending on the fine
counter state, the stable state is selected in the chip’s digital part.
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The Fine Counter: Differential Non-Linearity

Although the VCO keeps the sum of all delay elements
∑

i τd,i = 32 · τ̂d very stable, the
individual delay of each cell varies from cell to cell. This corresponds to different fine bin width
for each state. This difference of an individual cell concerning the mean is called Differential
Non-Linearity (DNL). The misalignment of a specific bin i is given by the sum of the DNLi of
all previous delay cells.

In the digital part of the ASIC, the 32 bit VCO state, represented by a unary code counter, is
mapped to a 5 bit binary number. If the code is invalid, in detail, if it comprises not of a single
consecutive sequence of ones followed by zeros, a flag (bad hit) is raised.

6.3.3 Data Transmission and Slow Control

In standard Mu3e fibre detector operation mode event validation by passing the E-threshold
is switched off. A detailed description of the on-chip event building and arbitration is given
in subsection C.1.3.

The STiC and MuTRiG data transmission is frame based. Default events comprising a T-
and an E-timestamp and have a size of 48 bits, whereas short MuTRiG events consisting of
a T-timestamp and an E-flag have a reduced size of 27 bits. The latter is used for the fibre
sub-detector. A description of the data format of the frames can be found in subsection C.1.5.
Both ASICs are configured through a Serial Peripheral Interface (SPI) interface. In MuTRiG,
an additional slow control interface allows to read out the number of events per channel per
millisecond, which is latched in the Channel Event Counter (CEC).

6.3.4 Reset Scheme

The current version of MuTRiG has two single-ended reset lines. The channel reset which
sets the coarse counter to zero as long as active. This reset can be exploited for synchronization
of multiple ASICs and sub-systems. The chip reset’s effect depends on its length. A reset signal
which is active for only one system cycle, e.g. 8 ns has the same behaviour as the channel
reset; it resets all the coarse counters. If it is active longer, it also resets the digital part, e.g. all
the finite-state machines as well as the PLL.

Currently, the reset is synchronised to an internal 125MHz system clock derived from the
625MHz reference clock. Unfortunately, this leads to eight possible phases of the reset with
respect to the input clock. It is foreseen to align the reset to the reference clock in future
developments of the ASIC.
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7
Scintillating Fibre Ribbons

To achieve the optimal design for the fibre detector, we have investigated different fibre mater-
ials, coatings and geometrical setups. In a first part, the requirements and constraints for the
fibre ribbons are summarized in section 7.1. In a second part in section 7.2, this chapter briefly
summarizes studies performed in the past which led to the latest set of prototypes. A third
part describes in section 7.3 the characterization of this prototypes in a test beam in the scope
of this thesis with the goal to find the optimal fibre, coating and setup for the experiment and
extract properties required to extrapolate the sub-detector’s response in the experiments sim-
ulation framework. This is followed by section 7.4 which discusses the impact of the presented
measurements and provides a comparison with earlier results.

Different scintillating fibres types from two leading vendors, Kuraray and Saint-Gobain are
available. A summary is given in Table 7.1. The emission spectra of two Kuraray types, SCSF-
78 and SCSF-81, and one Saint-Gobain type, BCF-12, match the SiPM sensitivity spectra well
and provide at the same time high light yield and long attenuation lengths. Furthermore, a
novel R&D fibre, NOL-11, is investigated. The main differences deducible from the specific-
ations between the fibre types are on the one hand the decay times which spread out from
1.1 ns for the novel NOL fibre up to 3.2 ns for BCF-12. On the other hand, square double-clad
fibres are only available from Saint-Gobain. But as it turns out, light yield differences, which
is not evident from the specification or literature, is more important than shape.

7.1 Scintillating Fibre Ribbon Constraints

The Mu3e fibre detector bundles the individual fibres to ribbons (see section 3.2) which are
required to fulfil the requirements described in section 3.1. A time resolution better than
350 ps at very high efficiencies and as little material, more specifically low radiation length, as
possible are targeted.

The use of high purity double clad fibres allows detecting sufficient photons for the required
time resolution and high efficiencies. Both mentioned vendors provide such round fibres with
a diameter of 250 µm, 500 µm and larger. Table 7.2 lists the fill factor inside a fibre ribbon for
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Figure 7.1: The emission spectrum of different fibres normalized to the peak amplitude of the
closest measurement of each type. For Kuraray SCSF-81 ( ) and SCSF-78 ( ) the spectrum of 1mm
thick fibres at 10 cm ( ) and 30 cm ( ), which are presented relative to the first one, under an
excitation by 370 nm and 350 nm, respectively [81]. The emission spectrum of Saint-Gobain BCF-12
is shown in ( ) [123]. As a reference the photon detection efficiency of a Hamamatsu SiPM (S13360-
**50PE) at Vover = 3V is overlayed ( ) on the same axis [83].
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Table 7.1: Properties of different fibre types from Kuraray and Saint Gobain [81, 123]. NOL-11 is
a R&D fibre with Kuraray involvement. Its properties are assumed to be very similar to the other
Kuraray fibres. Light yield is only quoted by Saint-Gobain, whereas Kuraray characterises SCSF-78
and NOL-11 as “high light yield” fibres.

company Saint-Gobain Kuraray R&D
type BCF-12 SCSF-81MJ SCSF-78MJ NOL-11

emission peak [nm] 435 437 450
decay time [ns] 3.2 2.4 2.8 1.1
attenuation length [m] >2.7 >3.5 >4.0
light yield [ph/MeV] ∼8000 high high
refractive index 1.60/1.49/1.42 1.59/1.49/1.42
density [g/cm3] 1.05 1.05/1.19/1.43
available shapes round & square round round
cladding round [%] 3/1 3/3

square [%] 4/2 - - -
trapping round [%] ≥5.6 5.4

square [%] 7.3 - - -
core Polystyrene (PS)
inner cladding Acrylic (PMMA)
outer cladding Fluor-acrylic (FP)

Table 7.2: Ribbon fill factor of the fibres and the active core with respect to the full ribbon in differ-
ent configurations.

configuration fill factor [%]
layers fibre d [µm] fibres active

2 250 84.2 74.4
3 250 85.8 75.8
4 250 86.6 76.5
2 500 84.2 74.4
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(a) 2 layers of 250 µm
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(b) 3 layers of 250 µm
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(c) 4 layers of 250 µm
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(d) 2 layers of 500 µm

Figure 7.2: The particle’s path length in the active fibre volume for different position offsets with
respect to the fibre centre in the first layer and different inclination angles. The inclination angle is
defined between a particle momentum direction and the ribbon’s normal.
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Table 7.3: Overview of scintillating fibre prototypes divided by class: square or round, and readout
concept: a fan-out scheme to read out single fibres or the direct connection of a SiPM column array.

class type single fibre readout SiPM column array

square BCF-12 (bcf12) [124] [125, 126]
round SCSF-81 (mj81) [77] here, [126]

SCSF-78 (mj78) - here, [126]
NOL-11 (nol11) - here, [126]
BCF-12 (bcf12) - here, [126]

different configurations. The fill factor describes the ratio of the considered material, either
the fibres or only the active scintillating core, to the total fibre ribbon volume. The particle
path length inside the active volume is illustrated in Figure 7.2 as a function of the incident
offset from the the centre of a peripheral fibre and incident angle in the transverse plane for
different configurations assuming straight trajectories. The non uniform path lengths depend-
ing on incident position and angle are expected lead to non uniform fibre ribbon efficiencies.
In the case of round fibres, the layers are offset by the fibre radius. This prevents particle tra-
jectories entirely outside of the scintillation cores, optimizes the fill factor and simplifies the
ribbon production. If square fibres would be used, different stacking configurations could be
considered.

The utilization of fibres with a diameter of 250 µm allows more flexibility in the design,
in particular, 3 layer-configurations. The fibre ribbon design is described in more detail in
section 3.2.

7.2 Scintillating Fibre Ribbon Prototypes

The ribbon characterisation studies involve two different readout strategies and two different
types of fibres prototypes, partially performed by different groups. In the earlier setups, the
properties of single fibres within a ribbon were studied by individual readout of each fibre.
Their performance was extrapolated to potential detector designs. A fan-out to individual
detached SiPMs was required. Very detailed information can be found in [77, 124]. The second
approach is the test of fibre ribbons directly attached to SiPMs column arrays. This allows
the characterization of the detector as used in the experiment and concurrently simplifies the
prototype production due to the omitted fan-out. On the downside, no insight into single
fibre properties such as crosstalk nor simple extrapolation to alternative detector designs is
obtained.

Three SiPM column array versions are used for the setup scheme where the scintillating
fibre ribbons are directly attached to it; the Hamamatsu S10943-3183(x) [127], S13552 [128]
and its successor S13552-HRQ [91]. The results presented in this thesis are obtained with
the latter. This sensor is described in more detail in section 5.3. Even though S13552-HRQ
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Figure 7.3: SiPM arrays bonded on a carrier PCB with integrated flex print cables. In the bottom part,
the filter capacitors (C1-C4) and current limit resistors R1 and R2 are visible.

is the SiPM array version which will be used in the experiment1, the carrier Printed Circuit
Board (PCB) with attached flex print is not. This flex print board on which the sensors are
soldered is developed initially for a scintillating fibre tracker for incoming proton and heavy
ion (Ar, Xe, Pb) beam particles in the NA61/SHINE experiment [129, 130]. Figure 7.3 shows
the SiPM column arrays soldered on the flex print PCBs.

Furthermore, two different classes of prototypes have been investigated. A group based
at PSI produced and characterised ribbons consisting of square fibres. This choice is driven
by synergies with a feasibility study of an active target for the MEG experiment [131]. In
general, square fibres show a better trapping efficiency and can be packed more densely. Since
such square fibres are available only from Saint-Gobain, BCF-12 is the best-suited type for
250 µm thick fibres with high light yield. Alternative BCF-20 could also be considered with
an emission peak shifted by 57 nm with respect to BCF-12 into green at 492 nm, a decay time
of 2.7 ns instead of 3.2 ns and an attenuation length >3.7m compared to 2.7m [132]. Very
detailed descriptions and characterizations of these prototypes consisting of square fibres with
a single fibre readout can be found in [124]. In section 7.4 the results are summarized briefly
and compared to other prototypes. Prototypes consisting of square fibres directly coupled to
SiPM column arrays are under investigation. First results can be found in [126].

The second class of prototypes consists of round double-clad fibres. These ribbons are pro-
duced at the University of Geneva and consist of Kuraray fibres. The choice of Kuraray over
Saint-Gobain is based on the experience with wavelength shifting fibres where Kuraray fibres
are known to perform in general better. In a first approach SCSF-81MJ, the one with the
shortest decay time of 2.4 ns at that time, were used. NOL fibres, which show an even shorter
decay time of O(1 ns), became available only recently. These prototypes were tested in a

1and the LHCb experiment.

70



7.3. CHARACTERIZATION OF SCINTILLATING FIBRE RIBBONS

fanned-out configuration where single fibres are read out. A detailed description and stud-
ies can be found in [77]. A wider range of different fibre types such as Kuraray SCSF-81MJ,
SCSF-81MJ, the novel R&D NOL-11 as well as round Saint-Gobain BCF-12 are tested in pro-
totypes directly attached to SiPM column arrays. Table 7.3 gives an overview of the different
prototypes divided by class, square or round, and readout concept: fan-out scheme to read out
single fibres or the direct connection to a SiPM column arrays.

7.2.1 Construction of Scintillating Fibre Ribbons

Parallel to the fibre and fibre ribbon R&D, also the ribbon production has been optimized.
Based on the tools and experience from the prototype production the final ribbons will be
built.

Fibre ribbons consisting of round fibres are produced at the University of Geneva. A detailed
description can be found in [126]. Two ribbons at the time are produced on a winding tool.
The fibres are rewound from a large spool into Teflon coated U-channel where the fibres of
the same layer are aligned next to each other. The ribbons are built up layer-by-layer. The
amount of used glue, currently Araldite 2020, is minimized to increase the fibre ribbons fill
factor. A holding structure (see section 3.2) is glued onto the fibre ends. The ribbons are cut
and polished by diamond tools.

Figure 7.4 shows a full fibre ribbon prototype with dimensions close to the final ribbons in
the experiment.

7.3 Characterization of Scintillating Fibre Ribbons

As described above, the Mu3e fibre group has put a lot of effort into the characterization of
fibres and fibre ribbons over the last years. This path led to the final design. Such most recent
prototypes are directly, without any fan-out, coupled to the same SiPM column arrays which
will also be deployed in the experiment. In the following, the characterization of such latest-
version prototypes consisting of different fibre types in different configurations is described
and their performance is extracted and compared.

7.3.1 The Ribbon Characterization Setup

The setup for ribbon characterization at the πM1 beam line at PSI is depicted in Figure 7.5. It
consists of scintillating fibre ribbons of different types, with different number of layers with a
width of at least 8mm, which corresponds to 32 fibres with a thickness of 250 µm. The ribbons
have a length of 30 cm. On both sides, they are directly coupled to SiPM column arrays of
type S13552-HRQ. The geometric overlap of the 1.625mm high sensor columns ensures the
full coverage of the ribbon, which has a thickness below 1mm. The edges of the ribbons are
avoided by the trigger size in combination with a good alignment. The sensors are pressed
slightly against the polished ribbons by four screws. No glue or additional grease is used for
the fibre-sensor coupling.
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30 cm
∼3
2m

m

(a) Full fibre ribbon prototype with preliminary holding structure.

(b) Front view of ribbon prototype with 120×3 fibres round fibres of
250 µm diameter.

Figure 7.4: Fibre ribbon prototype with dimensions close to final ribbons in the experiment. Picture
from A. Damyanova.
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Figure 7.5: Scintillating fibre ribbon characterisation setup consisting of: the fibre ribbon ( )
readout on both sides by SiPM column arrays ( ), a trigger ( ) out of 1mm scintillaiting fibres read
out by PMTs ( ), a single 0.5mm fibre ( ) read out by single SiPM ( ) and supplementary scintillator
( ).
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Figure 7.6: Energy loss, due to radiative effects ( ), collisions ( ) and total ( ), of electrons in
Polystyrene (PS) based scintillating fibres as a function of kinetic energy [133].

The Selection of Minimum Ionizing Particles

The trigger consists of two crossed 1mm thick round fibres read out by PMT located ≈6 cm
behind the ribbon. The geometrical acceptance of ≈1mm× 1mm is much smaller than the
readout width of the ribbon. This allows for scanning through the ribbon.

This additional scintillator behind the fibre ribbon ensures that particles from the beam
penetrate the ribbon fully. The rejection of particles which stop in the ribbon ensures their
MIP behaviour. Figure 7.6 shows the electron’s energy loss per distance in Polystyrene, the
core material of the used fibres. As long as the electrons or positrons penetrate the ribbon,
their energy loss due to collisions, which leads to excitation and hence scintillation, scales
linearly between 187 keV/mm for kinetic energies of 1.75MeV up to 229 keV/mm at 150MeV.
The scintillation behaviour is almost uniform.

Telescope Configuration

Optionally a single 0.5mm thick round fibre read out on both sides by a single SiPM of type
S13360-1375CS with an active area of 1.3mm× 1.3mm, as well as a small 5mm wide scintil-
lator read out by one sensor of the same type, is present≈3 cm in the beam before the ribbon.
These supplementary scintillators in front and the trigger behind the ribbon prototype with
a small form factor, or a coincidence of multiple scintillators with a small geometrical over-
lap respectively, provide a vestigial telescope which allows for the extraction of efficiencies.
It is possible to move the ribbon together with the supplementary scintillator vertically with
respect to the trigger, what allows to scan through the ribbon. On the other hand, the trigger
can be moved horizontally. The whole setup is horizontally movable to be aligned with the
beam.
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Note that, if the particle’s kinetic energy is low, as in the case of radioactive sources, this
method suffers from enhanced multiple Coulomb scattering and stopping of the particles.

7.3.2 The SiPM Readout Scheme

In the setups where the full waveforms are digitised, fast transistor based three-stage common
emitter circuit amplifiers developed in collaboration by University of Geneva and Univer-
sity of Zurich are used. In a single-ended readout scheme, a shunt resistor of Rshunt = 39Ω
converts the SiPM’s current signal into a voltage which is AC-coupled by a C = 100 nF capa-
citance to the amplification stages. Simulations of the amplifier show a cut-off frequency of
400MHz [77]. A variable gain in the order of 35 dB provides single photo-electron amplitudes
of roughly 100mV. Typical SiPM signals show a rise time of approximately 1 ns.

The waveforms are digitised with the DRS4 chip developed at PSI (see section 6.2). Either
multiple daisy-chained four-channel evaluation boards also developed at PSI or a custom-made
Versa Module Europa (VME) board designed by the University of Geneva are utilized.

An example waveform from a ribbon consisting of 3 layer NOL-11 fibres without any addi-
tional TiO2 in the glue directly attached to a SiPM column array (S13552-HRQ) read out with
the VME based DRS4 boards is shown in Figure 7.7. The raw ADC values of the 1024 sampling
points are displayed on top. The bin width of each sampling cell is calibrated with a sinusoidal
signal. The bin widths of the matching cells are shown right below. Furthermore, each cell is
voltage calibrated. The corresponding voltage is given by

U =
adc− offset

scaling
. (7.1)

The resulting calibrated waveform is plotted on top of the ADC values and corresponds to the
response of a multiphoton event.

The need for cell wise calibration is illustrated in Figure 7.8which shows a channel without a
SiPM signal. On top, the raw ADC values are displayed. In the centre, this waveform is shown in
the casewhere a constant binwidth, aswell as a cell independent voltage calibration, is applied.
The baseline shows large fluctuations and two distinct levels. A cell-by-cell calibration, shown
in the bottom, significantly reduces the noise levels and smooths the waveform. Different
features are visible only in the calibratedwaveforms. First, right before 25 ns, crosstalk induced
from adjacent channels is observed. As shown in Figure 7.10 this position corresponds to the
delay of SiPM signals with respect to the trigger. This crosstalk is assumed to be caused by a
not optimal grounding scheme of the custom VME card. Second, two spikes around 50 ns and
80 ns can be observed. Such pairs of spikes with a fixed distance to each other are a known
DRS4 feature and can be corrected for. Third, around 170 ns, calibration artefacts at the border
of the ring buffer occur.

DAQ Jitter and Common Reference Signals

Discrete Nuclear Instrumentation Module (NIM) units discriminate the trigger signals from
the PMT at a −50mV level. The logical AND of the two signals with a gate length of ≈8 ns is
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Figure 7.7: The ADC values of an exemplary 1024 sampling points long waveform containing a SiPM

signal are shown on top (•). The corresponding calibrations are shown below: the bin width of each
sampling point ∆t (•) and the offset (•) along with the scaling (•) of the, per bin, ADC value to voltage
calibration. For reference, the calibrated waveform ( ) is superimposed in the top figure.

Table 7.4: Jitter performance of the DRS4 based DAQ. One VME board hosts four ASICs. The time of the
reference signal is extracted at 50% constant fractions.

type jitter between
√
var [ps]

channel trigger cell to reference signal (trigger) 1139± 10
inter-board reference signals of different VME boards 1529± 46
same board reference signals of different ASICs on the same board 120± 12
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Figure 7.8: The ADC values for an exemplary baseline waveform without signal are shown on top
(•). In the centre, the derived waveform ( ) is shown, whereby a common scaling and offset are used
for all 1024 bins. The same waveform exploiting a per bin calibration scheme is shown in the bottom
( ).

used to trigger the DRS4-based DAQ. To ensure a consistent timing of this coincidence, one of
the signals is delayed by 2 ns. The short gates reduce the probability of pile up at high beam
rates. Without beam, the trigger rate is negligible. The signals from the SiPM are amplified
and digitised as described in subsection 7.3.2. The actively split discriminated coincidence
signal of the trigger is fed in one of the eight available channels of each DRS4 chip to provide
a stable time reference. The jitter of the board internal synchronisation between the ASICs is
summarized in Table 7.4. The time of the reference signal is extracted at 50 % constant fraction.
The usage of split reference signals is essential for the extraction of time information below
1 ns resolution.

7.3.3 Testbeam Area πM1

πM1 is a beamline with a nominal momentum range from 100MeV/c up to 500MeV/c, which
provides electrons, muons and pions of both polarities. At an extraction angle of 22◦ particles
are extracted from target M in the PSI proton beam [134]. At low momentum, electrons
and positrons dominate over pions. For negatively charged particles, the crossover is around
210MeV/c, whereas for positive particles around 170MeV/c. The muon contamination is be-
low 5% for µ−, respectively below 15% for µ+ [135]. The ribbon characterisation is performed
with a beam momentum of 161MeV /c of positive particles. At this energy 55% e+, 30 % π

+

and 15 % µ
+ are expected. Protons are efficiently suppressed by a plastic block in the beam

line. The distance from target M to the setup is 21m. The different time of flight of different
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(b) testbeam 2015: sinusoidal RF signal [77]

Figure 7.9: Time of flight based particle type identification of pions ( ), electrons ( ) and muons
( ) at a beam momentum of 161MeV/c. The position of 0 is arbitrary.

particle types is exploited to distinguish them by recording the 50.63MHz RF sinusoidal sig-
nal of the proton cyclotron’s accelerating cavities. This is illustrated in Figure 7.9 where the
distribution of the time difference between the trigger signal and the RF is shown. Due to the
cyclotron frequency, the pattern has a length of 19.74 ns with an arbitrary phase. The differ-
ent particles are identified by the expected abundance. In the 2017 test beam campaign the
discriminated RF signal is recorded, whereas in 2015 the sinusoidal signal was directly digit-
ised. In Figure 7.9a an asymmetric combination of two Gaussian distributions is used to fit the
electrons following [77]. All other contributions are fitted with a single Gaussian distribution.

7.3.4 Analysis Procedure and Physical Property Extraction

The recorded signals of a typical event of one ribbon side are presented in Figure 7.10. Five
consecutive SiPM channels arranged around the cluster centre in channel 13 are shown. The
majority of the photons arrive in coincidence and cause steep rising edges (primary photons).
A few late arriving photons are visible in the signal tails (e.g. channel 14 at 75 ns) and also in
the rising edges (e.g. channels 12 and 14). Furthermore, the sensors’ two different decay com-
ponents manifest in all channels with a signal with a kink. Crosstalk from the high amplitude
channels to all others channels causes the concurrent dip in channels 11 and 15 at the signal
peak position around 20 ns. The timing of all channels on one DRS4 ASIC is determined with
respect to a reference signal (ref) consisting of a copy of the split trigger signal. Spikes at the
beginning of the waveforms, as in the reference signal, are a known DRS4 feature. The first
and last ten cells are ignored in the analysis.

Determination of Threshold Levels

The thresholds on signal amplitudes for each individual channels are calibrated with respect
to number of detected photons relative to an event-wise baseline. The baseline consists of
the mean of the waveform between 2 ns and 10 ns. The waveforms are integrated between
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Figure 7.10: An exemplary event of a 3 layer NOL ribbon without additional coating at PSI test beam.
The figure shows the calibrated waveforms of five consecutive SiPM array channels (11 to 15) ar-
ranged around the cluster centre in channel 13 ( ) attached to one side of the ribbon, in combin-
ation with their reference signal ( ) (i.e. trigger signal). The ranges in which the baseline and the
integral are extracted are indicated.
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Figure 7.11: The 2D plot shows the charge versus amplitude distribution of a single SiPM channel
(13) attached to one side of the ribbon. The fibre, to which this channel is attached to, is located
inside the acceptance of the used trigger. On top and on the right side the respective projections are
shown.
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10 ns and 50 ns to obtain the charge. Both ranges are indicated in Figure 7.10. The strong
correlation between the charge and the amplitude, as shown in Figure 7.11, is exploited to
filter the amplitude spectra used for the threshold determination. Based on the charge, events
with a certain number of photons are selected, thereby a Gaussian fit of the amplitude spectra
yields the corresponding signal level. For a randomly selected run, a NOL ribbon with 3 layers
and no additional coating, the amplitude uniformity between channels of the amplifiers on
the board of one side is 5.3 % and 10.7 % on the other side. This is most likely caused by small
variations in the amplifier bias voltages. The charge per detected photon, corresponding to the
combined gain of the sensor and the amplifier, is determined by a linear fit of the “charge peak”
positions, which are in turn extracted by fitting a Gaussian distribution to each individual
peak. This procedure is applied to each channel. The residuals to the linear fit which show
a standard deviation of 3.0 %, validate the linearity. The gain between channels shows an
overall uniformity of 8.0 %. Based on this procedure the amplitude thresholds for 0.5 and
1.5 photoelectrons are determined per channel.

Clustering and Time Extraction

The scintillating light from a single particle crossing is spread overmultiple SiPM columns. This
effect causes signals in multiple neighbouring channels, see as example Figure 7.10 where all
channels around 13 also showmultiple photoelectron signals. Based on the thresholds of 0.5 or
1.5 photoelectrons, clusters are constructed out of adjacent channels which show an amplitude
above the respective threshold. Although the extracted charge would provide a better discrim-
ination of the number of detected photons, the amplitude is used to mimic the behaviour of
the designated readout electronic of the experiment, theMuTRiG ASIC. Furthermore, the Time
of Arrival (ToA) is extracted at the crossing of the same threshold as used for the clustering.
The waveform is linearly interpolated between the closest sampling points on both sides of
the threshold crossing. The best cluster time is given by the first detected photon, which cor-
responds to the smallest time within a cluster.

Fibre Ribbon Time Resolution

The time resolution of a ribbon is determined by the distribution of the difference of the cluster
time from both sides of the fibres tleft − tright. This scheme allows measurement without an
additional time reference. If the time resolution would show a purely uncorrelated Gaussian
behaviour, the time resolution of a single side is given by

σ(tside) =
σ(tleft − tright)√

2
. (7.2)

If, moreover, the hit position in the fibre ribbon is known, for instance from pixel-based track-
ing or an external trigger, the propagation time in the fibres can be corrected for in first order
(t′side). This yields a time resolution of the ribbon, assuming signals on both sides, of

σribbon = σ

(
tleft + tright

2

)
=

σ(tside)√
2

=
σ(tleft − tright)

2
. (7.3)
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Figure 7.12: The distribution of the time difference between the left and the right ribbons side of
matched clusters is shown in combination with different fit models: ( ) a double Gaussian distribu-
tion with a common mean, the superposed distributions are also shown (····), (· · ) a single Gaus-
sian distribution fitted within ±4σ around its mean, ( ) an exponential distribution convoluted
with a Gaussian one. The latter two are fitted symmetrically around the mean but are shown only on
one half to enhance clarity.
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Table 7.5: Time resolution of a 3 layer NOL-11 fibre without any additional coating extracted
through different models and cuts: FWHM, a single Gaussian and the sum of two Gaussian with
the same mean position with σcore and σbase in the ratio Ncore/Nbase. The time resolution depends
on the applied amplitude threshold th, the required number of columns of each cluster per side
cl and different timing extractions. The timing is determined either by leading edge le at 0.5 or
1.5 photoelectrons or constant fraction cf at 20% or 50%. In the last lines, cl mean, the cluster tim-
ing is extracted by averaging over all involved SiPM columns weighted by the number of photons (w)
and non-weighted.

th cl timing FWHM
2.35

σsingle σcore, σbase Ncore/Nbase
[phe] ≤ [ps] [ps] [ps]

0.5 1 le 0.5 phe 396 427 310, 585 1.36
0.5 2 le 0.5 phe 395 426 307, 578 1.30
1.5 1 le 0.5 phe 399 433 310, 601 1.37
1.5 1 le 1.5 phe 482 553 392, 763 1.31
1.5 2 le 0.5 phe 399 434 311, 606 1.41
1.5 2 le 1.5 phe 482 552 390, 758 1.12
0.5 1 le 0.25 phe 441 468 382, 659 2.13
0.5 1 cf 20 % 465 496 435, 756 3.85
0.5 2 cf 20 % 466 495 432, 738 3.55
0.5 1 cf 50 % 679 747 721, 1447 20.86
0.5 2 cf 50 % 679 746 722, 1444 20.81
0.5 1 cl mean (w) 405 429 337, 617 1.97
1.5 1 cl mean (w) 603 686 530, 1151 2.65
0.5 1 cl mean 1131 1292 835, 1883 1.17
1.5 1 cl mean 747 778 660, 1179 3.11

The distribution of the time difference of a 3 layer NOL-11 fibre ribbon without any additional
coating is presented in Figure 7.12. The simplest quantisation of the distribution’s width is
presented as the Full Width at Half Maximum (FWHM) divided by a factor of 2.35. In a purely
Gaussian case, this corresponds to the standard deviation of the distribution. Furthermore,
different models describing the distributions are compared. A single Gaussian, fitted within
±4 sigma around the peak position, fails to model the tails correctly. The sum of two Gaussian
distributions with a common mean position describes the distribution well but fails in quanti-
fying the time resolution in a single number. This model is fitted within ±8 sigma of the core
distribution. Both fits are stable with respect to larger fitting ranges. Furthermore, the con-
volution of a Gaussian distribution with an exponential with the decay time τexp is presented.
This model is motivated by the exponential nature of the scintillation process as described in
chapter 4. The offset of 439 ps is caused by the not-perfect central alignment of the ribbon with
respect to the beam and trigger and subordinately by slightly different signal trace lengths.

The effects of different cuts are summarized in Table 7.5. Both, amplitude thresholds of 0.5
or 1.5 photoelectrons are used to discriminate the waveforms. All clusters or only such with
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Figure 7.13: Time resolution of a 3 layer NOL-11 ribbon without any additional coating extracted in
different subsets of 10k ( ) and 50k ( ) events from the full collection.

at least two SiPM columns are used. Although the ASIC used in the experiment provides the
timing at the threshold level, the effects of other combinations are presented here. Further-
more, time extraction by constant fraction at 20 % and 50% are studied. For comparison, the
time resolution of weighted and non-weighted mean cluster times are shown for the different
cuts. The effects of cluster size cuts are found to be negligible. As long as the cluster time is
extracted by the smallest time, this is also true for the different thresholds for signal discrimin-
ation. Higher thresholds used for the ToA determination worsen the time resolution. Note, that
the two thresholds are identical in the experiment. If a 1.5 photoelectrons timing threshold is
deployed, the chances to catch the earliest photons decreases. In principle, a timing threshold
of 0.25 photoelectrons could provide better resolution; but noise and crosstalk effects start to
dominate in the used system. The non-uniform arrival time of the photons at the detectors
cause non-uniform signal rise times which is the reason for the worse performance of constant
fraction time extraction. At lower levels, e.g. 20 %, this effects reduces due to the relative low
number of photons per channel in the order of five. The use of cluster mean time yields worse
time resolution if no weighting by the number of detected photons is available. The operation
mode foreseen for theMuTRiG ASIC does not provide a resolved amplitude information, thus
weighting will not be possible. The feasible cluster mean time is very prone to noise, hence
its performance is worse at low discrimination thresholds.

Systematics: Measurement Stability over Time

Figure 7.13 shows the time resolution as a function of the event number of a 3 layers NOL-11
ribbon recorded over 4.75 hour from 0:40 until 5:26 grouped in 10k and 50k event buckets.
The time resolution is very stable over time, no trend can be identified, and it shows a spread
with a standard deviation of 12 ps for both presented bucket sizes. Scans along the width of a
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Figure 7.14: Cluster size of both sides of a 3 layer NOL-11 ribbon without any additional coating
fitted with the convolution of a Landau and a Poisson distribution.

ribbon show consistent fluctuations with a standard deviation of 12 ps. This spread describes
the systematic uncertainty of the time resolution extraction.

Cluster Sizes

Based on the previously described cluster definition, a cluster consists of all consecutive sensor
columns, corresponding to SiPM channels, with an amplitude larger than a specific threshold,
the cluster size for both sides is extracted. An exemplary distribution at a threshold of 0.5 pho-
toelectrons of a 3 layersNOL-11 ribbon without any additional coating is shown in Figure 7.14,
overlaid by the convolution of a Landau and Poisson distribution, which is fitted to the presen-
ted data. The fit shows good agreement around the Most Probable Value (MPV) which is used
for comparison between different datasets. The difference of cluster sizes between both sides
is probably caused by slightly different couplings of the ribbons to the SiPM arrays.

Number of Detected Photons

The number of photons detected by a SiPM column is determined by the integral of the wave-
forms as described in Figure 7.3.4 discriminated based on the channel wise calibration for the
photon number. Due to the utilization of theMuTRiG, this informationwill not be accessible in
the experiment. The detected photons of all columns of a cluster from both sides are summed
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Figure 7.15: Detected charge ( ), respectively number of photons ( ), of one side of a 3 layer NOL-
11 ribbon without any additional coating. The number of photons distribution is fitted with a convo-
lution of Landau and a Poisson distribution ( ).
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to extract the light yield Y of a ribbon under test. Figure 7.15 shows both the total charge of the
clusters, where the single photons can be identified, and the total number of detected photons
in the clusters of both sides. The discrete distribution of the number of photons is fitted with
the convolution of a Landau and a Poisson distribution. The fit shows good agreement around
the MPV which is extracted for comparison of different prototypes.

The stability over time of the extracted ribbon quantities is demonstrated in Figure 7.16
where the quantities are extracted in buckets of 10 kevents and presented as a function of event
number, corresponding to the measurement time. The same data set of 3 layer NOL-11 based
ribbon without any additional coating, taken over 4.75 h, as in Figure 7.13 is presented. The
cluster position of both sides is presented relative to the mean of the first 200 kevents. Around
event number 400k the position jumps around 250 µm, which corresponds to one SiPM column,
probably due to a movement of the mechanic support structure which is adjustable in height.
Since the SiPM arrays at the two sides are mounted rotated by 180◦ with respect to each other,
the movement causes an offset in opposite direction. This small change of positions has almost
no effect on the other quantities. In the MPV of the cluster sizes and in the number of detected
photons, as well as in the value of the maximal amplitude, no trend is visible. The distributions
of the first two show a standard deviation of σcluster size = 0.2, respectively σphotons = 1.4. The
position of the peak position of the time differences of the two sides, corresponding to an offset
from the central position of the trigger along the fibre direction, shows a small jump correlated
with the position jump but no trend in the two individual segments. The standard deviation
of the overall distribution is σ∆t,offset = 6.6 ps. The spread in the here presented quantities are
used to extract the uncertainties of the extracted ribbon quantities.

Extraction of Efficiencies

The efficiency of a ribbon under test is determined with respect to the additional scintillators
in the setup (see Figure 7.5). The simplest pseudo-telescope like configuration is given by
the beam and the trigger consisting of two crossed 1mm thick round fibres. This confines
the particle tracks to a geometrical area of ≈1mm× 1mm at ≈4 cm behind the ribbon and
approximately to the beam size in the order of 1 cm. Divergence of the beam and scattering
of particles allow for particle penetrating the trigger but not the fibre ribbon. To confine the
particle trajectories further an additional 0.25mm thick single fibre is added ≈2 cm in front
of the ribbon. A supplementary thin plastic scintillator with a width of 5mm can be used
to constrain the particles further in the horizontal fibre direction. Particles scattering in the
fibre ribbon, thus leaving the pseudo-telescope structure, don’t enter in the denominator of
the efficiency extraction. Efficiencies are extracted at thresholds of 0.5 and 1.5 photoelectrons
by accepting all clusters or requiring at least two SiPM columns. In an AND configuration such
a cluster is required on both sides where in an OR configuration a cluster on either side is
sufficient. Since only 8mm of the ribbon are instrumented and the pseudo-telescope has an
acceptance in ribbon height direction of 1mm no further spatial requirement is applied. The
efficiencies ε are given by the number of events fulfilling the required conditions divided by
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Figure 7.16: Time dependency of various observables: cluster position, Most Probable Value (MPV) of
the cluster size (relative to the initial position), MPV of the number of detected photons, the maximal
amplitude of a cluster in each case for the left ( ) and the right ( ) side and the offset of the time
difference. The dataset of a 3 layer NOL-11 ribbon without any additional coating, recorded over
4.75 hour, is divided into 10k buckets of about 3min.
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the number of events which fulfil the pseudo-telescope conditions as defined in the following.

ε(ribbon) =
num

(
sig(ribbon) ∧ sig(trigger)

)
num

(
sig(trigger)

) , (7.4)

εadd sci(ribbon) =
num

(
sig(ribbon) ∧ sig(trigger) ∧ sig(add sci)

)
num

(
sig(trigger) ∧ sig(add sci)

) , (7.5)

where num(X) are the number of events which fulfilX , sig(Y ) are the definition of a signal for
the event type Y . Sig(ribbon) is defined by the different trigger levels, coincidence and cluster
size conditions; sig(trigger) and sig(add sci) are the corresponding discriminated sctintillator
signals in coincidence. The additional scintillators (add sci) are not present for all data sets,
therefore the efficiencies with respect to the pure trigger are also stated for better comparison.
The extraction of the efficiency by only the latter lacks good particle track confinement. The
uncertainty of the efficiency determination is given for a 68.3 % central confidence interval
exploiting the Fisher-Snedecor distribution [136] as recommended by [56].

7.3.5 Characterisation Results

The performance of the different tested scintillating fibre ribbons concerning a usage in the
Mu3e experiment are summarised in Table 7.6. The values are extracted for a threshold of
0.5 photoelectrons, for both hit validation and time measurement, and cluster sizes of at least
two columns are required. The timing is extracted at FWHM of the time difference distribution
from both sides (tleft − tright). For cluster size and number of detected photons, the MPV of
the measured distribution for each side is quoted, the full distributions can be found in ap-
pendix A. The presented efficiencies are determined in an AND configuration. Figure 7.18
visualizes the efficiencies of the different fibre ribbon prototypes for the different efficiency
extraction schemes: threshold levels of 0.5 and 1.5 photoelectrons, cluster sizes of n > 0
and n > 1, and and or configuration, and usage of different additional scintillators for the
pseudo-telescope configuration. The setup without additional scintillators provides no suffi-
cient pseudo-telescope track constraints for reliable absolute efficiency extraction. A relative
comparison between the different conditions is possible. Lower photon yield, as in ribbon pro-
totypes with only two layers or consisting of BCF-12, manifests in an efficiency drop in more
demanding conditions. Ribbons comprised at least 3 layers and Kuraray fibres show significant
higher efficiencies, sufficiently hight for theMu3e sub-detector.

The three most important quantities for the experiment, time resolution, efficiency and
cluster size, of the different fibre types in the different prototypes, are visualized for a better
comparison in Figure 7.17. As expected, the time resolution and the efficiency show a strong
correlation to the light yield. The more photons are generated and detected, the better the
timing and the efficiency.
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CHAPTER 7. SCINTILLATING FIBRE RIBBONS

Table 7.6: Overview of measured fibre ribbon prototype properties. Thresholds of 0.5 photoelectrons
are used, and clusters are required to be at least 2 columns wide. The efficiencies are quoted for the
same conditions in an AND configuration. The distributions can be found in appendix Figure A.
Fibre nol11(1) after exposure to direct sunlight for a couple of days.

m
at
er
ia
l

la
ye
rs

co
at
in
g

tim
e
re
so
lu
tio

n
cl
us
te
rs

iz
e

ph
ot
on

s[
M
PV

]
effi

ci
en
cy

FW
H
M
/2
.3
5
[p
s]

le
ft

rig
ht

le
ft

rig
ht

m
j8
1

4
Ti
O

2
55
8±

26
3.
06
±
0.
02

2.
99
±
0.
02

12
.6
±
0.
6

11
.9
0±

0.
1

92
.9

+
0
.1

−
0
.1

m
j7
8

4
Ti
O

2
36
1±

23
3.
26
±
0.
02

3.
26
±
0.
02

22
.6
±
0.
3

22
.0
6±

0.
3

96
.1

+
0
.0

−
0
.0

no
l1
1

3
-

39
8±

25
3.
48
±
0.
03

3.
40
±
0.
03

16
.5
±
0.
4

15
.2
1±

0.
4

95
.9

+
0
.0

−
0
.0

no
l1
1

4
-

35
4±

17
3.
89
±
0.
02

3.
94
±
0.
02

22
.6
±
0.
7

23
.0
1±

0.
7

97
.0

+
0
.0

−
0
.0

no
l1
1(

1
)

4
-

43
8±

25
4.
03
±
0.
03

3.
98
±
0.
02

16
.9
±
0.
2

16
.3
0±

0.
2

96
.3

+
0
.0

−
0
.0

no
l1
1

3
Ti
O

2
90
4±

38
3.
82
±
0.
05

3.
86
±
0.
04

18
.3
±
0.
3

18
.3
1±

0.
3

88
.5

+
0
.1

−
0
.1

no
l1
1

3
Ti
O

2
36
4±

28
3.
81
±
0.
04

3.
76
±
0.
03

18
.2
±
0.
2

17
.7
7±

0.
2

93
.1

+
0
.1

−
0
.1

no
l1
1

2
Ti
O

2
43
4±

30
3.
00
±
0.
03

3.
06
±
0.
02

11
.3
±
0.
2

11
.1
4±

0.
2

91
.0

+
0
.1

−
0
.1

no
l1
1

2
Ti
O

2
40
9±

32
3.
06
±
0.
02

3.
08
±
0.
02

11
.2
±
0.
1

10
.9
4±

0.
1

88
.4

+
0
.1

−
0
.1

no
l1
1

4
Ti
O

2
10
24
±
37

3.
67
±
0.
11

3.
75
±
0.
06

21
.5
±
1.
1

22
.0
7±

1.
1

87
.9

+
0
.1

−
0
.1

bc
f1
2

4
Ti
O

2
94
0±

47
1.
62
±
0.
06

1.
91
±
0.
06

2.
6±

0.
1

3.
20
±
0.
1

46
.5

+
0
.1

−
0
.1

bc
f1
2

4
Ti
O

2
80
1±

42
1.
66
±
0.
03

1.
78
±
0.
03

3.
7±

0.
1

3.
70
±
0.
1

50
.6

+
0
.1

−
0
.1

90



7.3. CHARACTERIZATION OF SCINTILLATING FIBRE RIBBONS
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Figure 7.17: Time resolution and efficiency of the different fibre prototypes as a function of light
yield. The light yield is given by the mean of the MPV from both fibre sides. The time resolution is
quoted in terms of the FWHM/2.35 of the distribution of the cluster time differences from both ribbon
sides. The efficiencies are obtained in an AND configuration by the setup without additional scin-
tillators, requiring a cluster size of n > 2 on each side. These efficiencies are to be understood for
relative compassion and lower limits. The marker size represents the measured mean of the cluster
sizes from both sides.
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CHAPTER 7. SCINTILLATING FIBRE RIBBONS

7.4 Impact and Comparison with Earlier Results

All tested fibre ribbon prototypes consisting of Kuraray fibres with at least 3 layers show suf-
ficient time resolution and efficiencies for the Mu3e sctintillating fibre detector. Out of the
commercially available fibres, the SCSF-78 performs better than SCSF-81 in all aspects. The
novel R&D NOL-11 fibres are very promising for potential future upgrades.

In the past [77, 124] the Mu3e fibre group R&D activities focused on the behaviour of in-
dividual fibres within a ribbon. The performance of the ribbons connected to SiPM column
arrays, as presented here, was extrapolated.

Compared to these earlier results, the presented round Kuraray fibre’s light yield is in-
creased significantly. The fibre spools2 out of which the older round prototypes consist is
believed to have been exposed to UV-light. Furthermore, the production procedure improved
with each prototype iteration, and the fibres in a fan-outed scheme are much more likely to
be damaged than the ones directly connected to a sensor array.

The extrapolations from the square Saint Gobain fibres based ribbon prototypes agree well
with the new prototypes [125].

2Kuraray SCSF-81 fibres.
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7.4. IMPACT AND COMPARISON WITH EARLIER RESULTS

Figure 7.18: Efficiencies of the different fibre ribbon prototypes in different configurations. In an
and configuration a cluster with the given multiplicity, n > 0 or n > 1, is required on each side,
whereas in an or configuration a cluster on either side is sufficient. The abbreviation trg fb stands
for the setup with an additional 250 µm thick fibre horizontally in front of the ribbon under test,
whereas in the trg full setup also a further 5mm thick scintillator is added in front to confine the
measurement horizontally. Furthermore, thresholds of 0.5 (•) and 1.5 photoelectrons (■) are applied.
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8
Simulation of a Single Scintillating Fibre

The simulation of single scintillating fibres in various configurations provides a method to
study and compare their properties and helps to develop an intuition for such detectors. A
dedicated simulation framework, based on the Geant4 [137–139] toolkit, addresses the scin-
tillation response of the detector material, photon propagation inside a fibre up to the potential
detection in an attached detector. In the scope of this thesis, fibre properties, which are dif-
ficult to access experimentally, are extracted from this dedicated single fibre simulation for
use in the experiment’s main simulation framework. For example, the framework requires the
scintillation photon distribution on the sensor surface which is covered by 100 µm thick epoxy
resin (see subsection 9.2.3). This distribution is extrapolated for different fibre configurations
by this dedicated simulation including photon propagation.

This chapter describes the simulation’s setup in section 8.1 and its working principle in
section 8.2, followed by a validation by a dedicated measurement in section 8.3. The extracted
single fibre properties are summarized in the last part in section 8.4.

8.1 Single Fibre Simulation Configuration

The simulation framework contains simulation of a scintillating fibre core, round or square,
encased by up to two claddings, a potential additional coating, and all covered in glue. At
both fibre ends, photon detection layers are located at a configurable distance along the fibre
direction.

The material and thicknesses of the different volumes follow the fibres studied for the ex-
periment. Their properties are summarized in Table 7.1. Additional fibre coating is ignored. A
100 µm thick region between the photon detector and the end of the 30 cm long fibre is filled
with epoxy resin (Bisphenol-A-diglycidylether (BADGE)) with a constant refractive index of
nBADGE ≈ 1.5.
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CHAPTER 8. SIMULATION OF A SINGLE SCINTILLATING FIBRE

8.2 Simulation of Photon Generation and Propagation

Scintillation photons are created according to the emission spectrum shown in Figure 7.1,
whereby the overall light yield is an adjustable parameter. In the Geant4 toolkit, these optical
photons are treated as electromagnetic waves. Hence, at the boundaries between two dielectric
media, they are transmitted or reflected. The photon propagation follows the laws of optics in
combination with wavelength dependent absorption. Micro facets can roughen the interfaces
between different materials. In this case, the direction of the surface normal is smeared statist-
icaly, i.e. sampled for each interaction from a Gaussian distribution with a specified standard
deviation, corresponding to the roughness of the interface. A more detailed description can
be found in [77]. The precise knowledge about the surfaces is difficult to access experiment-
ally and the combination of surface roughness and attenuation length span a large parameter
space [140]. The baseline configuration in this simulation uses perfectly polished surfaces.

8.3 Cross-Check of the Single Fibre Simulation

Whereas the simulation provides no absolute light yield estimate from first principles, the
fibre dimensions and the sensor’s plane distance determine the photon spatial distribution
on a sensor plane. The latter is used to cross-check the simulation. Figure 8.1a shows the
light intensity profile of a 2mm thick round double clad scintillating fibre coupled to a Light
Emitting Diode (LED). The integrated photon flux is measured at a distance of 7mm with a
camera sensor, i.e. by the 2592× 1728 green pixels of a 22.3mm× 14.9mm Complementary
Metal-Oxide-Semiconductor (CMOS) image sensor1. Figure 8.1b shows a projection of a hori-
zontal cut of this intensity profile averaged between pixel 350 and 550 in combination with
the simulated result of the identical setup. The measured distribution is reproduced well by
the simulation.

8.4 Extraction of Single Fibre Properties

Light yield and the attenuation length are used to tune the simulation; therefore they can not
be extracted from this simulation. This type of simulation only provides a tool for interpolation
between different configurations. However, the simulation yields the photon’s exit position
and angle, which allow the extrapolation of the photon distribution on a detector layer. The
cross-check, discussed above, demonstrates this feature.

8.4.1 Photon Exit Positions

Figure 8.2 and Figure B.2 show the photon exit position of double-clad 250 µm thick round
and square fibres with perfectly polished surfaces. Subfigures (a) and (b) show these distri-
butions for photons which are totally reflected only at the core-cladding interface or at the
cladding-cladding interfaces respectively. Subfigures (c) show the combination of the two

1CMOS APS-C sensor in a Canon EOS 1200D camera.
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CMOS image sensor. The intensity profile reveals the distortion of the
round fibre. Measurement performed by D. Ge.
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Figure 8.1: Light output from a 2mm thick round fibre coupled to an LED detected at a distance of
7mm from the fibre end.
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Figure 8.2: Simulated photon exit position in 250 µm thick double clad round fibres with perfect
polished interfaces. Photons with skew trajectories are suppressed in subfigures (a) - (c) by limiting
the number of reflections to below 1000. The interfaces between core, cladding and surrounding
material are indicated for better orientation.
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Figure 8.3: Simulated distribution of photon exit angles with respect to the fibre axis projected to
one plane of perfect 250 µm thick double clad fibres. The angular distributions for photons which
undergo total reflection at the core-cladding interface ( ), at the cladding-cladding interface ( ),
the combination of the two ( ) and in the case of round fibres, skew trajectories ( ) are shown
separately.

contributions. In the case of the round fibres, un-physical skew tracks (see chapter 4) are
suppressed by limiting the number of reflections to 1000. These skew trajectories, which run
along the core-cladding interface, only exist in perfectly round fibres with polished interfaces.
The smallest surface impurity destroys these highly helical photon paths. Figure 8.2d shows
the hypothetical exit positions of such photons.

8.4.2 Photon Exit Angles

Figure 8.3 shows the photons exit angle distribution with respect to the fibre axis projected on
the horizontal plane (φx) for the same configurations as described above. The horizontal plane
is defined as the x-axis of a Cartesian coordinate system with its z-axis aligned to the fibre axis
and, in case of square fibres, axes parallel to the fibre surfaces. The refraction due to the re-
fractive index ratio between the fibre material and the employed epoxy resin between the fibre
end and sensors is taken into account. The distributions are again divided into a part which
is reflected at the core-cladding interface, a part which is reflected at the cladding-cladding
interface, the sum of the two and, in case of round fibres, a hypothetical part consisting of
photons with skew trajectories. Due to the cross-section of square fibres, their distribution of
the projection of the photon exit angles is very flat.

8.4.3 Photon Positions on the Detector Surface

The combination of the photons’ exit positions, angles and the refractive index of the material
covering the sensors results in the position distribution at a detector layer. Such distributions
are utilized in the main simulation framework (see subsection 9.2.3). Figure 9.5 shows these
distributions for round and square fibres in the presence of a 100 µm thick epoxy resin between
the fibre ends and detector surface.
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Figure 8.4: Simulated distribution of photon path lengths normalized to the interaction distance of
perfect 250 µm thick double clad fibres. The distributions for photons which undergo total reflection
at the core-cladding interface ( ), at the cladding-cladding interface ( ), the combination of the
two ( ) and helical skew trajectories ( ) are shown separately.

8.4.4 Photon Path Lengths in Fibres

Figure 8.4 shows the path length distribution of scintillation photons inside the same fibres
presented above, normalized to the distance of the particle interaction from the fibre end. The
same components as previously, including the helical skew tracks in case of round fibres, are
presented. These distributions match simple geometrical considerations. The superposition
of the path length distributions of photons reflected at the core-cladding and the cladding-
cladding interfaces produces a peak around 1.07 relative length where the two distributions
overlap. An approximation of these distributions is used in the main simulation framework
(see subsection 9.2.4).

8.4.5 Exploitation of the Obtained Properties

The distribution of the photon position on the detector surface (see subsection 8.4.3) is required
by the experiment simulation framework to map the scintillation photons of the individual
fibres to their corresponding SiPM column (see subsection 9.2.3). Furthermore, the distribution
of the photon path lengths in the fibres is used to parametrize the arrival time of the individual
scintillation photons at the sensors (see subsection 9.2.4).
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9
The Scintillating Fibre Detector in the

Mu3e Simulation Framework

TheMu3e software framework consists of a Geant4 [137–139] toolkit based simulation and a
custom reconstruction software. The scintillating fibre detector is included in the simulation,
and its simulated sensor responsewasmade available in the reconstruction and analysis frame-
work in the scope of this thesis. The response to particles passing the sub-detector is mod-
elled by sampling parametrized distributions. The parametrization explained in this chapter
depends on the deposited energy in the scintillating volume and the interaction position.

This chapter starts with a description of the improved fibre detector in the simulation frame-
work in section 9.1, followed by the description of its response to passing particles, which was
optimised in the scope of this work, in section 9.2. The simulation settings are described and a
validation is presented in section 9.3. The chapter closes with a discussion of the extrapolated
fibre detector performance in section 9.4 based on the measurements presented in chapter 7.

9.1 The Sub-Detector in the Framework

Different fibre detector configurations are available in the Mu3e simulation framework. The
fibre volumes depend upon the choice of the fibre shape, length and diameter. Figure 9.1 shows
a cut through the fibres. The material and relative thickness of the two claddings are imple-
mented according to the vendor’s specifications listed in Table 7.1. An optional aluminium
coating of the fibres is available. Note that the relative thickness of the claddings depends on
the fibre geometry.

9.1.1 Dimensions of the Fibre Ribbons

In the baseline configuration, as described in Table B.1, the scintillating fibre detector consists
of 12 ribbons with a maximum 126 fibres per ribbon separated by 5 µm epoxy resin in 4 layers
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Figure 9.1: Transverse cut of the fibres as implemented in the Geant4 simulation. The shown di-
mensions are not to scale. The cladding thickness is 3 % (2%) of the fibre diameter for round (square)
fibres. An optional aluminium coating of a few 100 nm can be added.
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Figure 9.2: SiPM and fibre detector support volumes in the experiment’s simulation framework. The
support structure is rotationally symmetric.

and no additional aluminium coating. The distance between ribbons, specified as shown in Fig-
ure B.5, is 180 µm. This results in ribbonswith dimensions of 32.13mm× 0.91mm× 287.75mm
at a minimal radius of 60.28mm, and a maximal radius of 63.27mm.

The volume between the individual fibres inside such a ribbon is filled with BADGE, with
the chemical formula C21H24O4, and a density of 1.15 g/cm3. Typical epoxy resins, such as
Araldite 2020, employed for ribbon production consist of BADGE with a refractive index
nBADGE ≈ 1.53.

Figure B.3 and Figure B.4 show the numbering scheme of the fibre volumes.
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9.2. SIMULATION OF THE SCINTILLATING FIBRE DETECTOR’S RESPONSE

9.1.2 Dimensions of the Support Structure

The passive support structure is modelled as aluminium rings with the following dimensions:
The ribbon holding structure between the ribbon’s ends and the pixel support with a thickness
of 21.1mm, an outer radius of 65.8mm and an inner radius of 39mm, and a support structure
below the ribbons with a length of 55mm with the same inner radius and a height of 15mm.
Figure 9.2 shows an overview of these volumes.

SiPM, consisting of a 300 µm silicon bulk and a 100 nm thin silicon oxide layer covered with
100 µm epoxy, on a 1mm thick PCB on each side of a fibre ribbon allow to study the radiation
dose in the sensors. The sensors have an area of 1.6mm× 32.5mm whereas the support PCB
has a height of 6.6mm, as shown in Figure 5.6.

9.2 Simulation of the Scintillating Fibre Detector’s Response

The scintillating fibre detector’s response to crossing particles is simulated by sampling para-
metrized distributions. No single scintillation photon propagation inside the fibres is simulated
to keep the Mu3e simulation speed high. It bases on the concept presented in [77]. The para-
metrizations are extended and modified for the usage of SiPM arrays and adjusted for newer
results.

The full information of the simulated particles can be stored and is linked to the detector
responses through the full simulation and reconstruction chain.

9.2.1 Parametrization in Energy and Position

The scintillating fibre response is parametrized as a function of the summed deposited energy
Edep of a crossing particle in the active part of a fibre and the interaction position. A detailed
discussion of the used range cuts is given in [77]. The deposited energy of all crossing particles
within a time window1 tfb_pileup = 3ns is merged. This fibre pileup time, the time span in
which the scintillation photons from two crossing particles can not be distinguished, is in
the order of the scintillation time of a plastic scintillator fibre τscintillation. At the same time,
crosstalk to neighbouring fibres can be simulated.

9.2.2 Number of Photons Emitted by the Fibres

The total deposited energy Edep determines the number of potentially detectable photons per
fibre. The material characteristic light yield Y ≈ 8000 photons/MeV and the intrinsic resolu-
tion σi determine the number of scintillation photons. Both, the light yield and the intrinsic
resolution, are empirical parameters and depend on the material choice. For each particle
crossing, the number of scintillation photons nscint is sampled from a Gaussian distribution as

1tfb_pileup can be specified in the configuration file.
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described below.

nscint ∼ N (µ, σ2
i ), (9.1)

µ = Edep · Y, (9.2)

σi = y ·
√
Edep · Y , (9.3)

where y = 1 is a resolution scale [141]. The usage of a Gaussian distribution over a Poisson
distribution is motivated by the possibility to use a non-unit resolution scale (y ̸= 1). A Gaus-
sian distribution is chosen over a Poisson to If a scale of y = 1 is used, a Poisson distribution
should be used. The combination of nscint with the fibre’s capture efficiency εcapture (see sub-
section 4.2.1), the sensors’ PDE εpde (see subsection 5.2.1) and the attenuation lengthΛattenuation
along the fibre determine the number of the potentially detectable photons ndet per side.

In principle, PDE and the attenuation length are wavelength λ dependant. As described in
subsection 4.2.2 and Equation 4.2.2, the attenuation length consists typically of two compon-
ents where only the short one, which is of the order of the fibre length compared to several
metres for the long component, is relevant for the sub-detector. It is approximated by a con-
stantΛattenuation, which iswavelength independent. The same approximation as in Equation 4.3
is used for

εpde =

∫
εpde(λ) · Iexit(λ) dλ∫

Iexit(λ) dλ
(9.4)

The number of photons that reach the sensor surfaces ndet is sampled per ribbon side, based
on the common nscint, from a Poisson distribution:

ndet ∼ P(µ), (9.5)

µ(nscint, dside) = εcapture · εpde · exp
(

−dside
Λattenuation

)
· nscint, (9.6)

where dside is the distance from the interaction position to the corresponding fibre ribbon end.

Alternative Parametrization by Stand-Alone Simulations

Alternatively, the number of detected photons is sampled from a Gaussian distribution with
parametrized mean and standard deviation, which are extracted from stand-alone, Geant4
based single fibre simulations with full photon propagation as described in chapter 8. Typical
parametrizations show the same expression as in Equation 9.1 and Equation 9.5 for the distri-
bution’s mean , whereas the standard deviation consists of an Edep independent and an Edep
dependent part:

µn(Edep, dside) = Edep · (Y · εpde · εcapture) · exp(
−dside

Λattenuation
), (9.7)

σn(Edep, dside) = Edep · y
′ · exp(−d

Λ′ ) + E0 · exp(
−dside
Λ′′ ) (9.8)

In both approaches, it is possible to add a second attenuation length component. The stand-
alone simulation’s parameters are tuned to the same quantities, photon yield Y and attenu-
ation length, used in above. Figure 9.3 shows the parametrization extracted by two different
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(a) Simulation with rough surface. From [77].
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(b) Simulation with perfect surface.

Figure 9.3: Two different parametrizations based on stand-alone Geant4 simulations including
photon propagation tuned to different data sets and with different surface roughness.

simulations, whereby the one shown in Figure 9.3a is tuned to an older data set with shorter
attenuation length. Furthermore, it employs rough surfaces between the fibre core and the
claddings [77]. This results in an enhanced component with a short attenuation length in the
order of 1 cm caused by helical skew rays. This effect is neglected in more recent simulations
because it is not observed in test beam and lab measurements [77, 80]. Although the stand-
alone simulations are a more fundamental approach, they provide not more information about
the number of emitted photons than that used to tune them. Hence, the direct parametrization
is preferred.

Validation of the Number of Photons per Fibre

The parametrization values, such as light yield Y , resolution scale y, efficiencies ε and the
attenuation length Λattenuation are tuned according to measurements. Figure 9.4 shows a simu-
lated distribution of the number of photons summed from both sides tuned to a measurement
ofMIP passing at the centre of a prototype consisting of 250 µm square Saint-Gobain fibres. The
shape of the distribution of the simulation describes the shape of the data’s distribution well.
Furthermore, the presented parametrization reproduces also the measured efficiencies in an
OR and AND trigger configuration of the two fibre sides for thresholds of 0.5 photoelectrons
and 1.5 photoelectrons within 2 % at statistical uncertenties of the measuerements of 1 % [124].
With the exception of the AND configuration at 1.5 photoelectrons, which shows an absolute
deviation of 11 %. The excellent agreement of the shape of the distribution of the simulated
and the measured number of photons in combination with the acceptable modelling of the ef-
ficiencies in different trigger configurations validates the employed parametrization scheme.

The attenuation length is set according to dedicated measurements. Note, that for tuning
and validation of the simulation at this level, prototypes with single fibre readout are required.
But most recent fibre ribbon prototypes (see section 7.2) are read out without fan-out by SiPM
arrays. Thus, tuning and validation of the simulation at the single fibre level are not possible.
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Figure 9.4: Number of detected photons summed over both fibre ends. Data (+) and simulation
( ) tuned to MIP passing in the centre of a prototype consisting of 250 µm thick square fibres with
individual fibre readout. The lower figure shows the relative deviation of the simulation to data.
Data extracted from [142].

9.2.3 Photon Distribution at the Sensors Surface

Photons exit the fibres under different angles with respect to the fibre axis. The sensors em-
ploy a 100 µm thick epoxy resin on top of the active area to protect the sensors and the wire
bonds. The exit angular distribution, the exit position from the fibre end, and the thickness
and refractive index of this protective layer determine a photon’s detection position on the
detector surface. The used SiPM array’s columns are, with a dimension of 1.625mm, much
larger than the ribbon thickness which is in the order of 0.9mm. Thus the photon spread in
the column (y)2 direction is not simulated because the photons are detected independently of
their spread in this direction. Figure 9.5 shows the probability density of photons to end up at a
specific offset in column-to-column (x) direction with respect to the fibre centre at the sensor’s
surface. The probability distributions for round and square fibres in the presence of 100 µm
thick epoxy resin is shown. The position on the sensor surface in the x-direction is sampled
from the corresponding distribution for each photon. One SiPM column collects photons from
different fibres.

Exit Position to Sensor Column Matching

In a second step, the photon detection position is mapped to a SiPM column as illustrated
in Figure 9.6. One-to-one mapping is not possible due to the different pitch of the ribbons,
of ∼255 µm and the sensor columns of 250 µm. The offset between the sensor and ribbon

2See Figure 9.6 for coordinate system.
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Figure 9.5: The probability density for photons to end up at a relative offset with respect to the fibre
centre at the sensor surface. The relative offset along the SiPM column-to-column direction is shown
in the presence of 100 µm thick epoxy resin between the fibre and the active sensor surface for round
( ) and square ( ) fibres.
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Figure 9.6: Front view of fibre ribbon ( ) to SiPM column arrays ( ) matching in the simulation
framework. The fibres of the ribbon run along the z-direction.
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edge is Gaussian distributed with a standard deviation3 of 10 µm, accounting for additional
misalignment, and randomizing the sensor response. Photons which end up in the dead area
between two columns are omitted. Table B.2 summarizes the numbering scheme for SiPM
columns.

9.2.4 The Photon Distribution over Time

The SiPM response to all photons, potentially from multiple fibres, in one sensor column is
dominated by the arrival time of the individual photons at the sensor. The detection time of a
photon is derived from the interaction time of a particle with the detector, the decay constant
of the scintillator, the scintillation photon’s path length inside the fibre and the intrinsic SiPM
time resolution. The sensor response time is determined by the ToA of the first photon inside
the signal response time window at a given threshold.

Photon Production Time

For each photon, the scintillator’s decay time, which corresponds to the photon’s creation time
∆tdecay , is sampled from an exponential distribution4 with τdecay.

Path Length Distribution

The photon’s path length is difficult to access experimentally. Hence it is extracted from the
dedicated fibre simulation (see chapter 8) and corresponds to geometrical considerations in
combination with attenuation effects. Subsection 8.4.4 shows the distributions for perfectly
smooth, round and square fibres. The relative path length fpathlength of each photon, with
respect to the interaction distance dinteraction from the fibre end, is sampled by a right-angled
trapezoid distribution with relative path lengths from 1.00 to 1.13 and a linear probability
decrease to 84 %. This neglects potential photons with long path lengths due to helical skew
tracks. Due to the late arrival of these photons, they are of less relevance for the signal ToA
determination. Furthermore, this simplified distribution disregards a peak in the distributions
caused by the overlap of the photon path length distributions from core-cladding and cladding-
cladding reflected rays.

The photon propagation time is given by

∆tpropagation =
fpathlength · dinteraction

c/n
, (9.9)

where c/n is the speed of light in the medium.

3This alignment precision can be set in the configurations.
4τdecay =2.8 ns for the used Kuraray SCSF-78 fibres.
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Intrinsic Single Photon Time Resolution (SPTR)

As described in subsection 5.2.4, typical SiPM sensors show SPTR of σsptr (see Table 5.1). Hence,
the detection time of each photon is by convenience smeared by a Gaussian distribution with
this width.

The detection time of a photon is given by

tdetection = tinteraction+∆tdecay+∆tpropagation+∆telectronics delay±measueremen∆tsptr. (9.10)

9.2.5 Sensor and Readout Electronic Response

The response of the sensors and readout electronics to the photons is simulated in multiple
steps. In a first step, SiPM dark counts and crosstalk between channels are added to each sensor.
It is possible to simulate the electrical response of the sensors by summing a template single
photon response waveform for each photon at its detection time tdetection. Figure B.6a shows
the used template waveform and Figure B.6b shows an example event consisting of summed
waveforms. This simulation of the full waveform is computationally expensive. Hence, in the
baseline configuration, the ToA is determined by the detection time of the first photon passing
the set threshold level. For a threshold level of 0.5 photoelectrons, this is the first detected
photon, whereas for a threshold of 1.5 photoelectron the detection time of the second photon
is selected.

Events within the ASIC’s deadtime of 40 ns are merged and flagged as piled up. The advant-
age of the full waveform mode is that the influence of pileup to the ToA is modelled. Because
of the small signals and usage of fast scintillators, this procedure is not required for the simu-
lation of the fibre sub-detector.

9.3 Simulation Settings and Validation

Whenever possible, the simulation settings are chosen according to measured values. Table 9.1
summarizes settings motivated by vendor specifications and measurements. The simulated
number of photons and cluster size distributions with these unbiased settings agree well with
measurements done with ribbons consisting of Kuraray SCSF-78MJ and NOL-11 fibres.

Test beam-like simulation conditions are compared to the DRS4 based test beam measure-
ments to validate the simulation’s settings. In the test beam-like simulation conditions, posit-
ively charged pions with a momentum of 160MeV/c and isotropically distributed momentum
direction are generated in the centre of theMu3e experiment simulation. Only particles which
cross the fibre ribbons in the ribbon centre within ±1 cm around the centre and with angles
below 20 ◦ with respect to the ribbon’s normal are selected. The former guarantees constant
attenuation and photon propagation distances. A variation of the propagation distance results
in a smearing of the tleft-tright distribution. The employed restriction of incident angles results
in variations of path lengths below 6.5 %. The photon yield is proportional to the deposited
energy which in turn is proportional to the path length of a MIP in the active volume of a fibre.
Hence, the variations in path length translate directly to variations in light yield.
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Table 9.1: Simulation settings for round Kuraray SCSF-78MJ fibres andMuTRiG readout. The abbre-
viation exp. indicates that these values are obtained by measurements, whereas those labelled with
vendor are references to data sheets.

setting value reference

scintillation decay time τdecay 2.8 ns Table 7.1 (vendor)
photon yield Y 8000 photon /MeV Table 7.1 (vendor)
fibres capture efficiency εcapture 5.4 % subsection 4.2.1 (vendor)
fibre attenuation length Λattenuation 1.395 m [80] (exp.)
fibre crosstalk 2 % [124] (exp.)
SiPM PDE εpde 40 % section 5.3 (vendor)
SiPM SPTR σsptr 85 ps Table 5.1 (exp.)
SiPM channel crosstalk 4 % Table 11.3 (exp.)
SiPM pixel crosstalk 2 % Table 11.3 (exp.)
DAQ jitter σjitter 200 ps

Validation of Simulated Number of Photons per Particle Crossing

Figure 9.7 shows the simulated sum of detected photons per ribbon side in a cluster induced
by a single particle crossing. The distributions are fitted with the same model, a convolution
of a Landau and a Poisson distribution, as described in Figure 7.3.4. To validate the simula-
tion settings, the distribution from test beam-like simulation configuration is compared to the
results obtained in the DRS4 based measurement in a test beam (see Figure 7.15). Their MPVs
agree better than to 5 %, and the simulated and measured distributions roughly coincide. Fur-
thermore, the simulated fibre ribbon efficiencies for test beam-like simulation configuration
of (95.4± 0.2) % in an AND configuration, (95.8± 0.2) % in an OR configuration respectively,
agree within 1.5 % with the measured values.

Validation of Distribution of Simulated Cluster Sizes

Figure 9.8 shows the simulated cluster size distribution of clusters induced by a single particle
crossing. The distributions are fitted with the samemodel as described above. The distribution
from the test beam-like simulation configuration is compared to the result obtained in a DRS4
based measurement during a test beam (see Figure 7.14). The simulated cluster sizes, with no
explicit tuning to this data set, yield a distribution with a 13 % reduced MPV but with a correct
shape.

Validation of Simulated Time Resolution

To reproduce the time resolution measured in test beams and in lab measurements an ad-
ditional DAQ time jitter of 200 ps is added to the simulation. Figure 9.9 shows the resulting
distribution of the cluster time difference tleft − tright between the ribbon sides in a lab-like
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Figure 9.7: Simulated number of photons for test beam-like ( ) and experiment-like ( ) simulation
configuration of one ribbon side. DRS4 based test beam measurement ( ) of a 4 layer ribbon consist-
ing of SCSF-78 fibres is shown for comparison.
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Figure 9.8: Simulated cluster size distribution for test beam-like ( ) and experiment-like ( ) simula-
tion configuration of one ribbon side. DRS4 based test beam measurement ( ) are shown for compar-
ison.
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Figure 9.9: Simulated time resolution for lab-like particle crossings in a 4 layer ribbon consisting
of round Kurary SCSF-78MJ fibres. lab-like simulation settings correspond to the irradiation of the
ribbon by positrons from a 90Sr source at the fibre ribbon centre.
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Figure 9.10: Simulated cluster time with respect to the Monte Carlo true interaction time of the
particle with the scintillating fibres for both detector sides as a function of the true interaction pos-
ition. On the right side, the projections of events in the centre ( ) with |z| <25mm, upstream ( )
with z <−100mm and downstream ( ) with z >100mm are presented. Given the distance from
interaction to the corresponding fibre end is known, the time of flight inside the fibres can be correc-
ted for. Alternative, the time difference (tcl,left− tcl,right) allows do determine the hit position along the
fibre axis (z).

simulation. This configuration differs from the test beam-like only by the type and energy of
the emitted particles. Positrons from 90Sr decay with kinetic energies below 2MeV are used.
This corresponds to a pessimistic tuning to the lab measurement with MuTRiG (presented in
chapter 11 and shown in Figure 11.24).

9.4 Simulated Performance of the Scintillating Fibre Detector

The expected performance of the scintillating fibre detector is extracted from the simulation
framework. The expected number of detected photons per ribbon side and cluster sizes are
presented in Figure 9.7 and Figure 9.8 indicated as simulation experiment configuration.

The detection time at one side is given by

tdet(d) = tparticle +∆tdelay +
d

c/n
, (9.11)

where d is the distance from the SiPM to the particle’s interaction with the sctinillating detector
and c/n is the speed of light in the fibre core. Figure 9.10 shows the time resolution of the
detector as a function of the particle incident position in beam (z) direction for both ribbon
sides.

Ab initio the particles incident position is not known. Their incident time is taken as the
mean time of the two detector sides. Given a detector with length L, the distance from one
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Figure 9.11: Simulated cluster mean time resolution as specified by Equation 9.12 with respect
to the true interaction time. The offset µ is the sum of the propagation time of the photons
( L
2c/n ∼0.8 ns) and the simulated delay of the DAQ of 1 ns. Note the asymmetrical shape of the distri-
bution.

side to the interaction position d cancels out:

t
particle
det =

tdet, left + tdet, right
2

= tparticle +∆tdelay ·
d

c/n + L−d
c/n

2
(9.12)

= tparticle +∆tdelay +
L

2c/n
(9.13)

Figure 9.11 shows the simulated time resolution extracted as stated above. If the particle’s
hit position is known, either from tracking or less precise from the time difference (tleft−tright)
in the fibre detector itself, the propagation time can be corrected for t′ = t

particle
det − d

c/n .
Figure 9.12 shows the modified, i.e. using the hit position information, distribution of the

time difference (t′left−t′right) and the time resolution of a single fibre ribbon side with respect to
the true particle interaction time. The width of the two distributions scales with the expected
factor of

√
2. Different than expected from previous studies (see [143]), it turns out, that as

cluster time extraction from two linked clusters of opposite sides bymin(tleft, tright) performs
worse than their mean time.
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(a) resolution of time difference
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(b) time resolution per ribbon side

Figure 9.12: Simulated cluster time resolution which is corrected for the propagation time in the
fibres. This correction requires the knowledge of the hit position along the beam line-direction (z)
from tracking. The extraction of the time resolution per ribbon side is only possible with this correc-
tion.
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10
Timing in the Reconstruction and

Analysis Framework

The Mu3e reconstruction framework consists of a triplet-based track finding algorithm (see
subsection 2.4.3) and a vertex fit. They are used in different variations: online for event fil-
tering and offline for analysis. The detector responses are grouped into frames based on their
timestamps1. Out of all events within such a frame track candidates are built. Currently,
reconstruction frames of 50 ns are used, which is roughly aligned to the silicon pixel’s time
resolution of O(14 ns). The timing information from the fibre and tile detectors is linked only
offline to the reconstructed tracks. It is available for suppression of combinatorial background
and mis-reconstructed track candidates.

The linking of additional time information to reconstructed track candidates, which was de-
veloped in the scope of this thesis, is described in section 10.1. This is followed by a description
of the vertexfit in section 10.2 which combines three track candidates to signal candidates. In
particular the handling of the timing is described. The resulting impact of this additional time
information on background suppression and rejection of mis-reconstructed track candidates,
as well as the influence of the scattering in the sub-detector on the momentum resolution, are
studiesd in this work and described in section 10.3.

10.1 Time-to-Track Matching

Additional time information from the scintillating fibre detector and the scintillating tile de-
tector is assigned to track candidates after track finding. In the case of the scintillating fibre
detector, firstly clusters are built per ribbon side which are merged from both sides in a second
step. Thirdly, fibre detector clusters within a defined distance from a track candidate’s extra-
polated fibre detector crossing position are assigned to this track. The cluster time information
is available in further analysis steps.

1Currently 8 ns timestamps are foreseen.
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Figure 10.1: Sketch of firing fibres due to crossing particles and matching to SiPM column. The
detection time in the individual columns is indicated in a vertical time-direction. Randomly firing
cells due to dark count rates are added ( ). The resulting clusters a)-e) are indicated at the bottom.
Cluster a) is a single hit due to dark counts; b) is a ordinary cluster which is not merged with a) due
to the time difference of the hits; Cluster c) is caused by pileup of two different particle crossings;
The clusters d) and e) are separated due to the time difference of their hits, where cluster e) includes
a dark count hit in a consecutive channel which shows a compatible time.

10.1.1 Fibre Detector Hit Clustering

Due to potential clustering on FPGA level the fibre detector hits are built at a first step individual
for the up- and downstream side. Only the data from one side is available on the experiment’s
front-end FPGAs. The MuTRiG-based DAQ provides 50 ps binned timestamps of photon detec-
tion time in the individual SiPM columns. No signal amplitude or charge information is used in
the current design. Potentially, a flag indicating signals larger than a specified E-threshold will
be available. Clusters are built out of hits in consecutive columns of the 128 channel SiPM array
attached to one side of a fibre ribbon. The time span of a cluster, the time difference between
the earliest and the latest hit, is limited to 80 ns2. This default setting corresponds to all hits
within one reconstruction frame of 50 ns. Figure 10.1 shows a sketch of potential cluster con-
figurations. In a second step, the clusters from both sides are linked if at least one hit is inside
the specified time window of the other and if the clusters have an overlap in ϕ-position they
span3.

10.1.2 Fibre Detector Cluster to Track Candidate Matching

Depending on the track candidate type, potentially one or two fibre detector clusters are as-
signed. The track candidates are grouped in three classes by the number of pixel tracking
layers they contain hits in, as illustrated in Figure 10.2.

2Set by cluster_dt_max.
3Specified by cluster_side_tolerance.
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Figure 10.2: Track candidate classification by the number of pixel tracking layers they contain hits
in into short 4-hit ( ) and long 6-hit ( ) and 8-hit ( ) track candidates. A transverse (left) and lon-
gitudinal (right) cut through the detector is shown.

Track Candidate Classification

4-hit tracks All track candidates need to pass at least all four tracking layers once. Track
candidates which are neither linked to another recurling 4-hit track candidate nor to recurling
hit candidates in the outer detector barrels are in this category.

6-hit tracks This category consists of 4-hit track candidates which are linked to two hits
in the outer pixel layers. They are predominantly linked to hits in the outer detector barrels
where the particles are stopped in the scintillating tile detector or the support structure, for
example the beam pipe.

8-hit tracks This category consists of two linked 4-hit tracks corresponding to recurling
track candidates in the central detector barrel. Track candidates linked outside the outermost
tracking layer are distinguished from the ones connected between two hits of the most central
layer.

Matching to Track Candidate’s Intersection with Fibre Detector

A track candidate is propagated to its first intersection with a plane at the centre of a fibre
ribbon. All clusters with a size of at least two columns4 within a distance of

d(ncluster) = 500 µm+ ncluster ·
250 µm

4
(10.1)

4Specified by link_nh_min.
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Table 10.1: Scintillating fibre (top) and tile (bottom) detector’s time resolution of 4-, 6- and 8-hit
tracks of all involved detector crossings at the hit position (pixel-layer) and propagated back to the
first pixel layer. 6 and 8-hit tracks can comprise a first and a second fibre hit if at least one is present
the mean time is built (combined). The efficiency states the fraction of track candidates of a given
track type with timing from the considered detector crossing (combined corresponds to an OR con-
dition).

class time resolution σ [ns] efficiency [%]
track type crossing at hit position at first si layer per track type

4-hit tracks first 262.6± 0.5 260.9± 0.5 94.1
6-hit tracks first 262.6± 0.5 261.3± 0.7 97.1

second 271.8± 1.5 270.7± 1.3 30.4
combined 205.1± 1.0 97.9

8-hit tracks first 264.7± 1.6 262.8± 1.5 97.0
second 268.2± 1.7 268.7± 1.7 94.1
combined 256.8± 1.8 99.0

6-hit tracks only tile hit 82.5± 0.2
combined tile & fibre hits 82.3± 0.1

are linked. 6-hit tracks are further propagated to a potential second intersection with the fibre
detector. If such an intersection exists, the procedure described above is repeated for this
detector crossing. 8-hit tracks consist of two linked 4-hit tracks; the matched fibre clusters
from the individual short track candidates are linked to the long track.

10.1.3 Pixel and Tile Detector Time Matching

Each tracker hit also contains a timestamp from theMuPix sensors. The current sensor shows
a time resolution ofO(14 ns) binned in timestamps of 8 ns. The tile detector, with a time resolu-
tion better than 50 ps provides timestamps from the same ASIC as the fibre detector with 50 ps
bins. 6-hit track candidates are propagated to the tile detector surface at the outer detector
barrels. The closest hit in a tile within ±2 tiles in beam direction is linked to the candidate.
All hits in the direct neighbours, as well as next-neighbours in the outward z-direction, are
summed up. The mean time of all involved hits defines the time of the hit in the tile detector.

10.1.4 Track Candidate Timing

The time information of all linked detector hits of a track candidate is propagated back to the
first hit t(1) in the innermost silicon tracker layer. Later, once a vertex candidate is found,
the track candidate is propagated back further to obtain the track’s vertex time t(v). The
candidate’s time is given by the weighted mean of all its hits in the pixel tracker, scintillating
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Table 10.2: Default cuts applied to identify signal candidates. # stands for “number of”.

variable cut value comment

χ2
vertex <35 3 degrees of freedom

|p⃗eee| = |
∑

p⃗i| <10MeV/c
distance: v⃗ to target <1mm closest approach
# crossed tracking layers ≥6 6- and 8-hit tracks
χ2
timing, ts < no default yet

fibre and tile detector

t̄(1) =

hits∑
i=1

t
(1)
i

σ
2
i

hits∑
i=1

1

σ
2
i

(10.2)

A constant time resolution σi per sub-detector hit is assumed. Table 10.1 summarizes the
time resolution from the timing detectors for each track type (see subsection 10.1.2) for the
individual, as well as combined, sub-detector crossings. The pixel timestamps are not used
in the presented implementation for more than assigning the track candidates to the correct
reconstruction frame.

10.2 Vertexfit: Signal Candidates

Out of all reconstructed tracks within a reconstruction frame, signal candidates are chosen and
tested for a common vertex. Signal candidates consist of three tracks, two positively charged
(e+) and one with negative electrical charge (e−). The curvature in the magnetic field determ-
ines a track candidate’s charge. A potential common vertex position v⃗ is estimated by the
minimization of the scattering angles at the first tracking layer given the reconstructed track
momentum from the track finding algorithm described above. The scattering angle minimiz-
ation utilises the following χ2-function:

χ2(v⃗)vertex =

tracks∑
i=1

ΦMS,i(v⃗)
2

σ2
ϕ,i

+
ΘMS,i(v⃗)

2

σ2
θ,i

(10.3)

The Multiple Scattering angles ΦMS and ΘMS follow the notation in Figure 2.6. The time of
each track is propagated back from the innermost pixel layer (t(1)) to the time at the found
vertex position t(v). In principle, theχ2 could be extended by a time dimension to ṽ = (v⃗, t(v)).

10.2.1 Signal Candidate Timing Cuts

Table 10.2 lists the default cuts a signal candidate fulfils; no default timing cuts exist yet. The
time coincidence of signal candidates is estimated by two methods. The first uses the normal-
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ized weighted variance for the times at v⃗:

χ2
timing(v⃗) =

tracks∑
i=1

(t
(v)
i −t̄

(v)
)
2

σ
2
i

tracks∑
i=1

1

σ
2
i

(10.4)

where t̄(v) is the weighted mean of the three tracks. The primary task of the timing cuts on
track candidates is to suppress the dominant Bhabha background. Therefore a second method
assuming Bhabha-like topologies is employed. The positron-electron pair with the smaller
time difference is treated as the Bhabha pair (e+pair, e

−
pair) with

σ2
t̄pair

=
1

σ−2

e+pair
+ σ−2

e−pair

(10.5)

t̄pair = σ2
t̄pair

⎛⎝ te+pair

σ2
e+pair

+
te−pair

σ2
e−pair

⎞⎠ . (10.6)

The time separation is given by

ts =

⏐⏐⏐⏐⏐⏐ te+ − t̄pair√
σ2
t̄pair

+ σ2
e+

⏐⏐⏐⏐⏐⏐ . (10.7)

Figure 10.3 shows the distribution of ts for signal and Bhabha events.

10.3 Impact of the Scintillating Fibre Detector

The time information from the scintillating fibre detector is used to suppress combinatorial
background and to reject mis-reconstructed, predominantly wrong charge assignment, tracks.
On the downside, the material of the fibre sub-detector with its radiation length of ∼0.5 %X0

causes significant scattering which impacts the experiment’s momentum resolution and re-
construction efficiency. For reference, the radiation length of a silicon tracking layer including
support structure is projected to be about 0.1 % X0 and 0.15 % X0 for the Mylar target.

10.3.1 Background Suppression by Time Information

Different simulation modes are used to study the suppression of combinatorial background
through the time information. The expected background topologies are needed to estimate
the suppression by the timing cuts whereas signal-like events are required to study the inef-
ficiencies added by this cuts. Default µ → eee signal like events are generated with decay
products randomly distributed in the allowed phase space. Table 10.3 gives an overview of the
abundance of the different track types in the different simulation modes.
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Table 10.3: Abundance of different track types in different simulation modes: the actual muon de-
cay is dominated by Michel decays, µ → eee signal decays and Bhabha background. Rec stands for
reconstructed by the track finding algorithms and cand for tracks which are part of a signal candid-
ate triplet which fulfils the cuts presented in Table 10.2.

track type fraction [%]
Michel µ → eee Bhabha

rec rec cand rec cand

4-hit tracks 24.7 25.1 20.1 26.0 24.2
6-hit tracks 65.4 65.0 68.2 63.9 60.6
8-hit tracks 9.9 9.9 11.7 10.1 15.2

tracks which reach the tiles 43.2 41.3 42.7 42.2 32.2

Simulation of Combinatorial Background for Time Suppression Studies

The dominant combinatorial background consists of the superposition of a positron from a
Michel decay which undergoes Bhabha scattering with an electron in the target material, with
a second positron from another Michel decay. Besides the vectorial momentum (

∑
p⃗i = 0),

the energy (
∑

Ei = mµ) and spatial vertex constraints, the combinatorial background of this
topology is additionally suppressed by the requirement of a time coincidence. It is assumed,
that the time suppression factorizes from the other suppression factors. Hence topologies of
Bhabha pairs in combination with a positron with a common vertex, and which also fulfil the
momentum and energy signal candidate cuts shown in Table 10.2 are generated at a common
vertex. Weighted events are used to speed up the simulation. The weight of an event is defined
by the matrix element of the Bhabha scattering and the probability of the two Michel decays.

Time suppression of combinatorial background with the given event topology is studied
through the random distribution of the decay time of the additional Michel positron,

Achievable Background Suppression

Figure 10.3 shows the distribution of the time separation, as defined in Equation 10.7, for signal
and Bhabha background events. Furthermore, a detector with a perfect Gaussian distributed
times according to the resolutions and efficiencies stated in
Table 10.1 and track abundance as summarized in Table 10.3 is simulated denoted by refer-
ence model. While the background events are distributed uniformly, the distribution of sig-
nal candidates peaks towards zero. Note that the distribution of events from the simulation
framework shows a larger tail than the reference model caused by tails in the simulated time
resolution distribution with respect to a Gaussian shape.

The tracker is assumed to provide time information precise enough to assign the hits to
individual 50 ns reconstruction frames. In the presented studies no further time information
from the pixel tracker is used. Figure 10.4a shows the signal selection efficiency of the tim-
ing cut and the Bhabha background suppression due to the additional time information from
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Figure 10.3: Distribution of the time separation ts for signal ( , ) and Bhabha background ( )
events. A reference model ( ) with event times following perfectly Gaussian distribution shown for
comparison. The signal events from the simulation framework ( ) show larger tails than the refer-
ence model ( ). The different distribution of signal and background events is used to distinguish
them statistically.

the scintillating fibre and tile detector. Only track candidates with all three tracks detected in
the timing detectors are shown. Such track candidates are denoted as timing required. This
requirement results in a loss of signal efficiency of 2.7 %. Figure 10.4 shows the achievable sup-
pression of Bhabha background by time information as a function of the signal event selection
efficiency. The suppression is displayed for all events and for timing required events where
the inefficiency due to this requirement is taken into account. The same reference model
as above is shown as comparison. The tails in the simulated event time distributions cause
the suppression to be slightly smaller than in the reference model. The efficiency converges
slower towards one. Furthermore, the results obtained by cutting on χ2

timing, as described in
Equation 10.4, is shown. For Bhabha background, a cut on the time separation ts performs
better.

The working point of the time cut can be adjusted by the needs of an analysis, as the DAQ
works independently of these cuts. At a signal selection efficiency of 80 % a Bhabha back-
ground suppression of O(85) can be achieved.

The performance of the individual sub-detectors, either fibre or tile, for the different cuts
are illustrated in Figure 10.5a. In the presence of only the tile detector, significant suppressions
are only achieved5 if all three particles of a candidate end up in this sub-detector. Hence, the
efficiency for long tracks reduces to (53 %)3 =∼15 %. In the sole presence of the fibre detector
and perfectly Gaussian distributed event times the suppression at a given efficiency is reduced
to (66.7± 0.5) %. Both timing detectors are required to achieve the presented suppressions.

5for cuts on ts.
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(a) Additional Bhabha background suppression factor due to the tim-
ing detectors and signal selection efficiency as a function of the cut on
time separation ts.
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required timing ( ) for all three tracks. Furthermore, the performance
of a cut on χ2

timing ( ) can be compared to the default cut on ts.

Figure 10.4: Suppression of Bhabha background due to the time information from the fibre and tile
sub-detectors in relation to the relative signal selection efficiency. The additional suppression within
50 ns reconstruction frames is presented. Either all events or only those candidates which all three
tracks have a hit in the timing detectors (timing required) can be used. A reference model (ref model)
as in Figure 10.3 is shown for comparison.
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(b) Timing suppression of Bhabha background
at relative signal selection efficiency of 90%
as a function of the fibre detector’s mean res-
olution. The expected resolution of 260 ps is
highlighted.

Figure 10.5: Timing suppression of Bhabha background in the presence of only fibre detector ( ),
only the tile detector ( ) and the combination of the two detectors ( ) The dashed lines ( ) show
the suppressions if all events are used, whereas the solid lines ( ) show the suppression if timing is
required for all three tracks of a candidate (timing required). The here used reference model, where
the event times are distributed according to a perfect Gaussian, yields upper limits.

The dependency of the suppression on the fibre detector’s resolution at a relative signal
selection efficiency of 90 % is illustrated in Figure 10.5b. Purely Gaussian time distributions
are employed to obtain upper limits. Small improvements in the detectors time resolution
show significant effect on the possible Bhabha background suppression.

10.3.2 Mis-Reconstruction Identification by Time Information

In addition to background suppression, the scintillating fibre detector provides an excellent
tool to reject mis-reconstructed track candidates. In particular tracks with two crossings of a
timing detector, either two times in the fibre detector or once in the fibre detector and once
in the tile detector, can be efficiently rejected. This corresponds to almost all 6- and 8-hit
tracks. The baseline configuration for the search for µ → eee requires three such “long”
tracks. As an example, Figure 10.6 shows the path length of 8-hit tracks between two fibre
crossings as a function of the measured time between them. These are tracks which recurl
into the central part. The different branches in the left plot correspond to the combination of
different segments of recurling tracks. The branches with∆tfibres < 0 are assigned the wrong
charge and hence the wrong rotation direction. Only the track candidates indicated in blue
are correctly reconstructed; the tracks in the other branches correspond to mis-reconstructed
track candidates. Most of them confuse recurling track segments. In the right plot, the velocity
v = distance/∆t of the tracks in terms of the speed of light is shown. The different branches
in the left plot correspond to the distinct peaks in this spectrum. The accurately reconstructed
tracks are shown again in blue and peak at v = 1. By cutting on this reconstructed velocity
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Figure 10.6: Correct ( ) and mis-reconstructed ( ) 8-hit track candidates with two hits in the fibre
detector. The left plot shows the correlation between the length of the trajectory of a track can-
didate between the two fibre hits and the time difference between them. The different branches
correspond to the combination of different segments of recurling tracks. The right plot shows the
corresponding velocity of the track candidates v = distance/∆t in terms of speed of light c. The
different branches in the left plot correspond to the peaks in this spectrum. Track candidates with
∆t < 0, respectively v < 0, have a wrong charge assignment; hence the wrong rotation direction.
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Figure 10.7: Momentum resolution of single track candidates grouped into 4-hit ( ), 6-hit ( ) and
8-hit ( ) tracks. The momentum resolution of long (6- and 8-hit) tracks is improved over short (4-
hit) tracks due to their recurling. The effect of the fibre detector is more pronounced for 6-hit than
8-hit tracks.

v, the correctly reconstructed tracks can be separated from the mis-reconstructed ones. Track
candidates with a wrong charge assignment,∆tfibres < 0 or v < 0, are identified efficiently.

10.3.3 Scintillating Fibre Detector Impact onMomentum Resolution and Re-
construction Efficiency

The possibility of additional suppression of Bhabha background and rejection of mis-recon-
structed track candidates due to the time information from the fibre detector comes with ex-
tra material in the experiments active volume. This material causes significant scattering
which impacts the experiment’s momentum resolution and reconstruction efficiency. Fig-
ure 10.7 shows the momentum resolution as a function of the fibre ribbon thickness. Motiv-
ated by the improved momentum resolution of long 6- and 8-hit tracks, due to their recurling,
only such tracks are used in the default analysis. The effect of the additional material of the
fibre detector is more pronounced for 6-hit than for 8-hit tracks. At a detector thickness of
0.9mm, the momentum resolution of 6-hit track degrades by (31± 1) keV/c, corresponding to
(19.4± 0.6) %, whereas the resolution of 8-hit tracks degrades by (22± 1) keV/c, corresponding
to (12.2± 0.6) %.

The momentum resolutions of the single tracks combine to the resolution of invariant mass
of a signal candidate meee. Figure 10.8 shows the resolution of meee and the relative recon-
struction efficiency of signal events as a function of the fibre ribbon thickness. The relative
reconstruction efficiency is stated with respect to the absence of the fibre sub-detector for sig-
nal selection as described in section 10.2. Only long tracks, e.g. 6- and 8-hit tracks, are used.
The signal resolution and relative reconstruction efficiency show a linear behaviour in the rib-
bon thickness which is proportional to the scattering. For a fibre ribbon thickness of 0.9mm,
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Figure 10.8: Signal resolution in terms of the invariant mass of the three tracks of a candidate meee
(top) and the relative reconstruction efficiency (bottom) with respect to the absence of the fibre de-
tector as a function of the fibre ribbon thickness. The planned ribbon thickness ∼0.9mm is high-
lighted. The signal resolution is stated for signal selection as summarized in section 10.2.

the signal resolution degrades by (62± 1) keV/c2, which corresponds to (10.8± 0.2) %.
Based on this studies, the upper limit of the fibre detector material budget of 1mm plastic

scintillator was set.

129



CHAPTER 10. TIMING IN THE RECONSTRUCTION AND ANALYSIS
FRAMEWORK

130



Part IV

DAQ and Integration

131





11
MuTRiG

The analogue SiPM signals from the fibre sub-detector are digitized by the custommixed-mode
ASICMuTRiG developed by the Kirchhoff Institute for Physics at the University of Heidelberg
in the scope of theMu3e experiment. section 6.3 gives an detailed description of the ASIC.

In this chapter, the performance of prototypes described in chapter 7 is confirmed in a setup
where the sensors are read out byMuTRiG. In a first part, this setup and DAQ system developed
in the scope of this thesis to readout fibre ribbon prototypes with this ASIC are presented.
Followed by an outline of the measurement and analysis procedure which can be understood
as a user’s guide. The performance of the fibre ribbon prototypes read out by MuTRiG ASIC,
in the following also called simplyMuTRiG, is discussed in the last part.

11.1 MuTRiG Setup and DAQ

The utilized MuTRiG setup is developed by KIP1 at the University of Heidelberg, the same
group that also designed the ASIC. More details can be found in [122, 144, 145]. To test the
MuTRiG in the scope of the Mu3e scintillating fibre detector an adaptor to the same setup as
used with the DRS4 readout (see chapter 7) was used.

A custom DAQ FPGA board, also developed at KIP, called Flyspy is available. It provides a
USB 2.0 based DAQ for STiC and MuTRiG comprising a Cypress EZ-USB FX2LPTM micro-
controller. The acquisition rate with the default firmware is limited to O(300 events/s), which
was increased up to O(700 kevents/s) in the scope of this thesis. In principle it is possible to
buffer the events on the FPGA, hence acquire data as long as this buffer is not full, followed by
a longer readout cycle.

Since the data acquisition for the Mu3e scintillating fibre detector requires thresholds at
the single photon level, the full SiPM dark rate needs to be digitized. This results in a few
100 kevents/s per channel. Furthermore, MuTRiG is designed to handle up to 1.1Mevents/s
per channel. The Flyspy DAQ is not suited for such data rates. Hence, aMuTRiG DAQ utilizing

1 Kirchhoff-Institute for Physics.
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Figure 11.1: Diagram of the MuTRiG setup for fibre ribbon characterization. The analogue sig-
nals ( ) from the SiPM arrays from both fibre ribbon sides are connected via adapter boards to the
MuTRiG hosted by theMuTRiG board. TheMuTRiG mother board provides the ASIC’s supplies in-
cluding the 625MHz ( ) reference clocks. A 1.25Gbps LVDS link ( ) connects the chip with the FPGA

which is located inside the DAQ computer. They communicate through a PCIe ( ) interface. The FPGA

provides SPI and I2C slow control for the readout ASIC and clock chip ( ), as well as a 125MHz sys-
tem reference clock ( ).

the collaboration’s Peripheral Component Interconnect Express (PCIe) based Direct Memory
Access (DMA) developments has been realized in the scope of this thesis to read out fibre ribbon
prototypes with MuTRiG at thresholds below one photoelectron. At the same time, this DAQ
system is a foundation for the development of the scintillating fibre detector’s front end board
firmware in the experiment. Thus, a MIDAS (see subsection 2.6.1) based approach was chosen
because this system will be used by theMu3e experiment.

An overview of the MuTRiG setup with the above described DAQ system is given in Fig-
ure 11.1. The analogue signals from SiPM arrays attached to both fibre ribbon sides are con-
nected via adapter boards (see subsection 11.1.3) to the MuTRiG hosted on a carrier board.
The MuTRiG mother board (see subsection 11.1.2) provides the ASIC’s supplies. The readout
chip’s data and slow control links are connected to the FPGA which is located inside the DAQ
computer. An PCIe interface is used for communication between them (see subsection 11.1.4).

11.1.1 MuTRiG Electrical Connectivity

The MuTRiG accommodates 161 pads on three edges which allows placing two ASICs next
to each other. The pads divide into 72 for power and ground, 64 for the differential input
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Table 11.1: Summary of allMuTRiG pads and their functionality. † In the nextMuTRiG version it is
foreseen to have one differential reset.

type description signal type number of pads

power/ground power 1.8 V analogue 11
ground analogue 11
power 1.8 V digital 23
power 3.3 V digital 2
ground analogue 25

signal inputs (p) single ended (p) 32
inputs (n) or differential 32

reference clocks pll reference LVDS, 625MHz 2
digital part LVDS, 625MHz 2

data links data link LVDS, 1.25 Gbit/s 2

slow control chip reset† 1
channel reset† 1
chip select (cs) SPI 1
clock (sclk) SPI 1
data in (sdi) SPI 1
data out (sdo) SPI 1
CEC chip select (cec_cs) SPI 1
CEC data out(cec_sdo) SPI 1

debug, monitor external trigger 1
and filter pll monitor 1

analogue monitor 1
2 × digital monitor differential 4
pll filter differential 2
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signals, 2 for the LVDS data output, 13 for slow control and 10 monitoring, debugging and
filters. Table 11.1 summarises all available electrical connections.

Power

The supply voltages and grounds for the analogue and the digital part are separated to minim-
ize noise in the input-stage from the digital partition. The analogue part works with a voltage
of 1.8 V. The digital part needs supply voltages of 1.8 V and 3.3 V, where the latter is required
for the LVDS drivers. The total power consumption in operational mode is measured to be
(32± 3)mW per channel. In a not configured state the ASIC’s power consumption is roughly
10 % higher. Because of connections on the STiC and MuTRiG carrier boards, the measured
current distributes between the two 1.8 V supplies, whereas the current in the digital 3.3 V
supply is only 15mA.

Reference Clocks

Two differential LVDS reference clocks need to be supplied. One is the reference clock for the
chip’s PLL which determines the timestamp bin size. The coarse counter is driven by the PLL
reference clock’s frequency. The TDC is designed for a frequency of 625MHz. In case of the
Mu3e experiment, this matches the experiment’s base clock of 125MHz from which the pixel
timestamps are likewise derived. The second reference clock drives the ASIC’s digital part.

Fast Data Link

The data link operates at double data rate of the digital part’s reference clock. It is designed for
1.25Gbit/s. An excellent opening in the signal’s eye diagram resulting in a Bit Error Rate (BER)
below 5.9 · 10−15 was shown in [111, 145]. Furthermore, the link was operated up to 1.9 Gbit/s
within the same BER performance.

Slow Control

The slow control consists of the resets and the SPI interfaces for the configuration and CEC as
described in subsection C.1.4. The SPI interface is designed for up to 20MHz. The specified
thresholds for input signals are U in

low < 0.8V and U in
low > 2.0V and for the output Uout

low <
0.4V and Uout

low > 2.4V. Tests with signals with a high level at 1.8 V were also successful. If
no chip select is active2, the SPI data outputs are in a high impedance state to allow the use of
common (sdo) lines by multiple slaves.

Monitoring, Debugging and PLL Filter

Various monitors and debug pads exist. An analogue monitor allows observing the analogue
signal after the input stage at the amplification stage. The digital monitors provide access to

2active low.

136



11.1. MUTRIG SETUP AND DAQ

Figure 11.2: A wire bonded MuTRiG with a size of 5mm× 5mm on the cavity carrier board. From
[145].

the differential T- and E-trigger signals. In the described setups, one of the two digital monitors
is utilized to trigger the TDCs manually. An external filter network is added to the ASIC’s PLL.

11.1.2 Evaluation Boards

In the development setup produced at KIP to validate the ASIC functionality, the MuTRiG is
hosted on a carrier board with only passive components. Two different sets of connectors can
be used for input signals. Switching between these connectors is realized via 0Ω resistors. One
is intended to connect to sensors, and the other is foreseen tomimic signals by injecting charge
via a 100 pC capacity into the positive inputs. The ASIC sits in a cavity and is wire bonded to
two different PCB layers (see Figure 11.2). The chip is glob topped to improve the mechanical
stability and simplify the cooling. This carrier board is connected to a motherboard.

The MuTRiG Motherboard

Besides a connection to a MuTRiG carrier board, the motherboard developed at KIP provides
all necessary supplies, data and slow control connections. Figure 11.3 shows the board with
all its components.

Power The motherboard is powered with 12V. The digital and analogue 1.8 V are each
generated by a DC-to-DC converter (GE PicoDLynx) followed by an Low-DropOut (LDO) (Mi-
crelMIC59300) regulator. An additional DC-to-DC converter (MurataOKX-T/10) potentially
powers the Flyspy FPGA board and supplies another LDO (Diodes AP1086) providing 3.3 V for
MuTRiG and components on the motherboard.

DAQ Interface The data and slow control connections can be switched between an inter-
face to the Flyspy FPGA board and an Altera High Speed Mezzanine Card (HSMC) interface
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Figure 11.3: MuTRiG development board designed by KIP with: MuTRiG interface ( ), the clock
chip with its oscillator crystal ( ), the ASIC bias LDOs ( ) and DC-to-DC converters ( ), and the two
DAQ interfaces to the flyspy ( ) and the HSMC ( ) interface.
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Figure 11.4: Resistor network to transform PECL signals into MuTRiG internal CML levels.

(Samtec ASP-122953). The fast LVDS data link is fanned out (ON NB6N14S) to both interfaces
and to debug outputs. 0Ω resistors switch the slow control signals.

Clock Chip MuTRiG’s reference clocks are supplied by a clock multiplier chip (Silicon
Labs SI5344) with a local crystal oscillator (Kyocera CX3225SB). The clock chip’s reference is
provided either via the DAQ interface or external. The chip is configured by I2C interface.

TDC Injection To test the MuTRiG’s PLL, the TDC can be triggered by an external signal
connected to one of the digital monitors. This injection signal needs the MuTRiG internal
Current Mode Logic (CML) signal levels, which requires differential signals between −1.8 V and
0.9 V. This is realised by a Transistor-Transistor Logic (TTL)-to-differential Positive Emitter-
Coupled Logic (PECL) translator (Micrel SY100ELT22) followed by a resistor network, shown
in Figure 11.4. In this way, it is possible to trigger the TDCs by a single-ended TTL pulse with
an amplitude larger than 3V.

11.1.3 Ribbon and Sensor Connection

An adapter board, shown on Figure 11.5b, allows to couple the SiPM column arrays with their
flex print as described in subsection 7.3.2 and shown in Figure 7.3 to theMuTRiG carrier board
presented in Figure 11.5a. 32 channels on one of the four flex prints can be connected to the
positive 32 channels ofMuTRiG. This corresponds to half a sensor die or a quarter of an array.
The negative channels from the differential input pairs are floating. Furthermore, the high
voltage bias for half a sensor is provided through this adapter board and the flex print cables.
The board hosts a 1 kΩ current limiting resistor and two filter capacitors (100 nC and 100 pC).

It is possible to connect only half the number of channels of one connector board to the
MuTRiG. In this configuration, two adapter boards can be used to connect two different SiPM
column arrays. 16 channels of each array are read out. This allows to read out a scintillating
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Figure 11.5: If only one of the two connectors of the adapter board is used, one adapter board can
be used to read out two times 16 SiPM channels of two different SiPM arrays.

fibre ribbon with one SiPM column array per side, precisely as in the setup with the full wave-
form digitisation by the DRS4 readout (see subsection 7.3.2). The readout of 16 channels per
side corresponds to an active width of the ribbon of ≈4mm.

11.1.4 PCIEe based Data Acqisition System

AMuTRiG DAQ that allows to fully exploit the ASIC’s rate capacities was developed in prepara-
tion for its integration into the experiment’s framework. At the moment it bases on an Altera
Stratix IV GX FPGA Development Kit (DK-DEV-4sGX230N) [146], which provides PCIe and
HSMC interfaces. Later in the experiment, this functionality will be handles by the front-end
FPGA board. The FPGA receives the 8b/10b encoded 1.25Gbit/s LVDS based data stream, de-
codes it and pushes the single events by DMA based on PCIe interface into the DAQ computer’s
memory. Furthermore, the FPGA handles the ASIC’s and clock chip’s slow control. The system
uses the MIDAS framework (see subsection 2.6.1).

FPGA and Firmware

The FPGA is controlled by a read-only register whose values are set by the DAQ computer.
A second register, which can be written by the FPGA, is used for slow control information.
Table C.3 summarizes the MuTRiG specific flags. Data transfer between the FPGA and the
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Table 11.2: 8 byte data structure of DAQ’s readout frames. 0s means that all remaining bits are filled
with zeros.

type byte
0 1 2 3 4 5 6 7

header 01
+ 0s 0x00cafe 0 + frame no frame info

data 1 + frame
number event data

trailer 00 + frame
no (14bits) frame info 0x00 prbs

err cnt 0x00 0s + crc
error

host computer is realised via 1GB of Random Access Memory (RAM), accessed by the FPGA
through PCIe 2.0 based DMA. More details to the utilized PCIe interface and the DMA engine can
be found in [73]. For the host computer read-only, a memory range is used for MuTRiG data
transmission and read back of slow control settings. A second memory area is used to transfer
slow control data from the host computer to the FPGA.

The Data Path An Altera IP3 core transceiver receives the 1.25Gbit/sMuTRiG serial LVDS
data stream, recovers the data clock by locking an internal PLL to it, aligns the phase according
to comma control words (see Table C.2) and decodes the 8b/10b encoding. The latter deserial-
izes the data stream to 1 byte words at the same time. A detailed description can be found in
[147]. The transceiver status is stored in several flags in the FPGA’s register.

The MuTRiG frames, as described in subsection C.1.5, are decomposed, and the extracted
events in combinationwith the frame info are stored in a 16 events deep First In, First Out (FIFO)
buffer. This buffer bridges between the clock domain recovered from the data streams and
the PCIe domain. The FIFOFULL register flag maps the buffer status. The stored events are
extended from 48 bits to 8 bytes by appending 15 bit frame number and prepending a 1. This
flag indicates that these 8 bytes contain an event. If multiple ASICs are used, their address
has to be added. Readout frames group events again, rimmed with 8 byte header and trailer.
Table 11.2 shows an overview of the readout frame data structure. The header starts with its
indicator 01 filled up with zeros followed by an alignment word 0x00cafe. It contains
further the 15 bit frame number followed by 16 bit frame information which consists of 6 bits
frame flags (see Table C.1.5) and 10 bits frame length. The trailer starts with the indicator
00 followed by 14 bits of the frame number. The frame is supplemented by the repetition of
the frame info and a 1 byte Pseudo-Random Bit Stream (PRBS) error counter. This counter is
used to validated MuTRiG’s digital part with its PRBS debug mode. The last bit of the trailer
indicates the occurrence of a frame Cyclic Redundancy Check (CRC) error.

If the slow control does not occupy the memory interface, controlled by the SLOW ENABLE
register flag, the DMA engine pushes events from the FIFO buffer to the computer’s memory.

3Intellectual Property.
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Channel Event Counter If the CEC readout is enabled by the CEC register flag, an SPI
interface is used to map the CEC data (see subsection 6.3.3) to the read-only registers listed in
Table C.3.

Slow Control The CONFIG, respectively CONFIG CLK register flags trigger the SPIMuTRiG
and I2C clock chip configurations. The configuration data is loaded through the memory inter-
face which has to be claimed by the slow control via the SLOW ENABLE register flag. The slow
control read-back values are written to the corresponding positions in the read-only memory.
The large size of configuration data motivated the use of the memory interface. The TIMEOUT
register flag indicates a potential time-out of the I2C interface. After completed configuration,
the CONFIG flags in the read-only registers are raised. Once the host system has released these
flags in the command registers, the slow control finite state machine returns to its idle state.
This hand-shake architecture guarantees the exclusive use of the memory interface.

The resets, chip and channel reset, (see subsection 6.3.4) are controlled by the RESET CHAN-
NEL and the RESET CHIP register flags. A reset is issued, whenever a corresponding flag is
raised and reset by the same hand-shake mechanism as described above. Differently, in the
presence of a RESET CHANNEL HOLD flag, the channel reset is also held active. Synchroniza-
tion of different ASICs and subsystems will be realised by this scheme.

The FPGA generates the 125 kHz base clock for the clock chip.

Debug Modes: Dummy Different debug modes are available and controlled through the
DUMMY flags. The MuTRiG configuration shift register can be mimicked, or artificial data
can be fed into the data path in the FPGA.

MIDAS Integration

TheMIDAS [74] framework combines run control, event building and logging, slow control and
history systems with online monitoring and data analysis (see subsection 2.6.1). Therefore,
theMu3e experiment will also exploit this system. The framework handles Remote Procedure
Calls (RPCs) between different systems locally or remotely in a network and manages shared
buffers between, potentially multiple, different data producers and consumers. The Online
Database (ODB) stores all variable experiment data. The presented MuTRiG MIDAS DAQ has
proven to read and store the maximal data rate of one MuTRiG of 20.7MHz PRBS-events effi-
ciently. Note that the PRBS-events have a size of 48 bits, whereas the shortened T-events consist
only of 28 bits what results in an event rate of 1.1MHz/channel. A MIDAS based custom web
application provides a Graphical User Interface (GUI) for the ASIC configuration.

MIDAS Frontend In theMuTRiG DAQ a single MIDAS frontend handles the configuration of
the ASIC and the clock chip through the FPGA and further the readout of the DMA buffer. The
events are copied, grouped by readout frames, to the buffers managed by MIDAS. Furthermore,
the CEC values from the FPGA registers are copied periodically into a second buffer. These
are two typical data producers. The MuTRiG configuration bit pattern is generated by the
configuration settings stored in the ODB.
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MIDASMuTRiG Configuration The 1264MuTRiG configuration values and 6 DAQ settings
are stored and loaded from the ODB. The settings are structured in a Daq, a Global, a Tdc and
Channel part. Figure C.3 shows the corresponding settings in the different panels. Whereas the
first two parts exist only once, one Tdc group for each MuTRiG, respectively two Tdc groups
for each STiC, are required. The Channel settings exist for each channel. The MIDAS based GUI
for the ASIC configuration stores the local configuration in HTML5 web storage; it can be ex-
and imported into JSON4 files . Table C.2 gives a more detailed GUI description.

MIDAS Data Logging and Online Monitor Standard MIDAS loggers are employed to write
the events from the DAQ buffers to disk. The loggers write either the full data stream or only
the CEC information in MIDAS’ binary format. A ROOTANA5 based analyzer decodesMuTRiG
event data and provides histograms for online monitoring. A MIDAS custom web page can be
used to include the online monitoring into the DAQ framework.

11.2 Measurement and Analysis Procedure: A User’s Guide

A typicalMuTRiGmeasurement cycle for theMu3e scintillating fibre detector consists out of
the following steps. It starts with the determination and validation of the chip’s PLL settings
by triggering the TDC externally with a periodic signal. Only if the measured period matches,
the MuTRiG data stream is meaningful. Secondly, the T-thresholds for each channel have to
be determined by a threshold scan. This step is optionally followed by a gain uniformization
between SiPM channels based on the DCR. The cycle ends with the actual data taking and
analysis during which clusters are built.

To increase the time resolution, it is possible to correct offline for DNL of the fine counter
bins and small channel dependent time offsets caused by the ASIC or due to signal path length
differences.

11.2.1 PLL Validation

The STiC and MuTRiG internal PLL is configured by 9 Digital-to-Analogue Converter (DAC)
settings where each consists of a value and a scale. Even though the PLL has proven to be
very stable concerning temperature and reference voltages, a proper ASIC operation requires
a correct lock of the VCO circuits. The PLL can lock at different discrete frequencies. This
corresponds to a change of the time base which determines the timestamp’s bin size.

PLL Validation Settings

The TDCs are triggered with an external periodic signal as described in Figure 11.1.2. A signal
with a swing from 0V to 3V with a 50 % duty cycle is used. The external trigger through

4JavaScript Object Notation.
5An analyssis package for MIDAS.
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Figure 11.6: The measured period in a randomly picked channel (3) with a 100 kHz external TDC
trigger. The x-axis shows the deviation around 10 µs, corresponding to the period of the used 100 kHz
pulse injection.

the digital monitor pads is enabled channel wise by switching off the DISABLE TDCTEST con-
figuration bit. The energy validation has to be turned off by the global RECIEVE ALL bit to
receive data. Since the external TDC trigger is combined with signals from the input stage
comparators, these should be switched off. Table C.7 lists the used channel DAC settings.

With the energy validation switched off, an event contains the current timestamp as well as
the previous one in the same channel (see. subsection C.1.3). The difference between the two
timestamps6 corresponds to the time difference between two consecutive events in a channel.

PLL Validation Measurements

The time difference of consecutive timestamps in a channel in the presence of a periodic ex-
ternal trigger have been measured for PLL validiation. Figure 11.6 shows the fitted period dis-
tribution of a single, randomly chosen channel (3) at an external trigger frequency of 100 kHz.
The applied PLL settings are summarized in Table C.6. Figure 11.7 shows in the top the relative
trigger rate between channels. The trigger rate is very uniform at the 7 · 10−6 level.

The central Figure shows the period offset to the expected 10 µs, corresponding to the
applied 100 kHz trigger. The mean offset over all channels yields a frequency deviation of
2.2 · 10−5. Note that the pulse generator’s (KEITHLEY 3390) frequency resolution is 1 µHz,
what corresponds to 1 · 10−11 at the used 100 kHz. The MuTRiG’s reference clock frequency
resolution is determined by the utilised crystal oscillator of the used clock chip (see Fig-
ure 11.1.2). The frequency tolerance is stated to be 15 · 10−6. The measured deviation is of
the same order of magnitude as the reference clock uncertainty. The periods measured in the

6usually the ToT-like energy.
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Figure 11.7: The relative trigger rate uniformity between all channels (top), the period offset from
the expected 10 000 ns corresponding to the 100 kHz external TDC trigger (middle), and the widths of
the period distribution per channel (bottom). The shown errors are derived by theMinuit fitter.
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different channels are very uniform, with a variation of±79 pswhat corresponds to a 7.9 · 10−9

frequency level.
In the bottom of Figure 11.7 the period distributions widths of the different channels are

shown. The widths of (293.6± 0.3) ps are dominated by the rise time of the injected trigger.
Hence, they correspond not to the intrinsic TDC jitter.

PLL Validation: Black Magic Tips & Tricks

The lock of the PLL at wrong frequencies can usually be adjusted by changing the VNCODelay
and VNHitLogic DACs. Further sanity checks involve the check of uniformity in the fine and
coarse counter distributions of all active channels. The non-uniform fine bin size results in a
not flat distribution of fine counter values. However, the complete absence of specific bins or
half of the distribution is a strong indication for an improperly configured TDC. The coarse
counter distribution is supposed to be uniform. Spikes in arbitrary bins, in particular in the
zero bin, indicate likewise improper configuration. This often comes alongwith some scattered
period events which show up only in logarithmic scale. The latter issue can usually be solved
by increasing the VNCnt DAC.

Furthermore, it is possible that the PLL locks successfully after a specific sequence of set-
tings, but does not lock with the same parameters derived out of a different sequence. It has
proven helpful to unlock it after two settings at test deliberately. This is achieved by setting
the value and the scale of VNCnt to zero.

11.2.2 Threshold Determination

Once the chip’s performance is validated, the T-thresholds are determined. This procedure
applies only to the operation with disabled E-threshold validation. Due to the low number of
photons, this is the case for theMu3e scintillating fibre detector but not for the scintillating tile
detector or the operation with Lutetium-Yttrium Oxyorthosilicate (Lu2(1−x)Y2xSiO5) (LYSO)
crystals in a PET application.

Sensor Biasing: Voltage and Currents

The SIPM DAC, which is available for each channel, allows adjusting the voltage at the ASIC’s
positive input terminal to which the sensors cathodes are connected (see subsection C.1.1).
The potential at the input terminal is typically in a range 100mV to 900mV and it is not
linear in the DAC value. Figure C.4 shows typical input voltages as a function of SIPM DAC
values. This feature allows homogenizing the overvoltage of the different SiPM columns. The
DCR, measured as the event rate at a specific threshold or as the current through one column,
provides a suited handle for this task.

Table C.10 summarizes the measured currents through the biased sensors at different oper-
ation voltages in the absence and the presence of a beta source.
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Figure 11.8: Measured event rate at different SiPM sensor bias voltages at TTHRESHOLD DAC scale
0 as a function of T-threshold of a randomly chosen channel (26). The step functions are fitted with
sigmoid functions to determine the position of the step.
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T-Threshold Scans

The thresholds are determined through threshold scans with attached and biased sensors. Due
to the sensors DCR behaviour, the measured rate as a function of the threshold yields a step
function as shown in Figure 11.8 in section 5.2. The simplest method to determine the rate of
each channel at a given threshold utilizes the CEC. This prevents huge amounts of data. Per
threshold step the mean CEC value over 1 s is determined and plotted as a function of threshold
DAC value. The T-threshold consists of 64DAC values in 8 different scales and covers both signal
polarities. Only the positive range is probed. Table C.8 lists the channel DAC settings used for
the threshold scans. One scan is performed with a sensor bias below breakdown to determine
the systems’ noise, respectively the ASIC’s baseline level.

Figure 11.8 shows a T-threshold scan of a randomly chosen channel (26) at scale 0 at different
SiPM bias voltages. Below breakdown, the baseline is determined, and potential system noise
is measured. With increased bias voltage, the DCR increases which manifests in the increased
level of the plateau. At the same time the gain increases, hence the larger signals shift the
step function edge to larger amplitude, corresponding to smaller DAC values. Note that the
stated voltages are applied with respect to ground. The potential at the positive MuTRiG
input terminal can be adjusted and shows O(0.5 V) positive offset to ground. The DCR scans
are fitted with a sigmoid function to determine the position of the edge.

T-Threshold Range

Based on the T-threshold scans, as shown in Figure 11.8, the possible dynamic range ofMuTRiG
in combination with the utilised sensor can be determined. Figure 11.9 shows in the top the
edge positions of the DCR steps at different bias voltages in combination with the baseline level.
The amplitude of one single photoelectron in DAC steps is given by the distance of the edges
to the baseline. This is shown in the middle part. The dynamic range is approximately given
by the available DAC settings above baseline divided by the above-stated amplitude. This is
summarized in the bottom of Figure 11.9. Note the significant deviations between channels
and that the linearity of the DAC values is only approximated.

T-Threshold Scale The dynamic range of the T-threshold can in principle be adjusted with
the DAC’s scale. Figure 11.10 shows threshold scans of a randomly chosen channel (26) of a
sensor biased with 56.2 V at all available DAC scales. In two scales, 3 and 7, no single photon
step is present at all. It turns out that the dynamic range in the default baseline scale 0 is
maximized.

Input Bias A second handle on the dynamic range is given by the constant current of the
input stage controlled by the INPUTBIAS DAC which affects the gain. Figure 11.11 shows
threshold scans of a randomly chosen channel (26) of a sensor biased with 56.2 V for different
values of this DAC. The effect at small signals, as in case of theMu3e scintillating fibre detector,
is minor.
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Figure 11.9: The position of the sub-breakdown 10V ( ), 57.2 V ( ) and 59 V ( ) edges (top).
The amplitude of single photoelectrons in DAC steps is derived from the edge position differences
(middle). The resulting dynamic range ofMuTRiG with the utilized sensors (bottom). Channels 8
through 16 are missing in this measurement.
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Figure 11.12: Period spectrum of a single channel connected to a SiPM array biased with 58.2 V at
two different threshold DAC settings: a threshold of 28 ( ) is in the noise whereas a threshold of
10 ( ) corresponds to 0.5 photoelectron trigger level. An exponential fit of the distributions tail ( )
allows the extraction of the DCR. Furthermore, the TDC dead time manifests in the spectrum’s lower
edge cutoff at 40 ns.

Summary The presented consideration to the possible dynamic range of MuTRiG in com-
bination with the employed SiPM column arrays yield the conclusion that at reasonable bias
voltages (above 56.2 V) it is feasible to operate up to ≈2 photoelectron thresholds in all chan-
nels. The dynamic range of most channels is larger than this. But, the possible uniform
threshold levels of all channels is dominated by the one with the minimal range. For high
bias voltages (≈60.2 V) the possible dynamic range is below 2 photoelectrons in the worst
channels. This has to be considered especially in the scope of irradiated sensors which show
significant DCR increase and potential raised pixel to pixel crosstalk.

Threshold Validation

Based on the T-threshold scans the desired operation point is chosen. Typically, thresholds at
0.5 or 1.5 photoelectrons are chosen. These thresholds are validated by the period spectrum
of each channel. Figure 11.12 shows an example of one channel with two different threshold
settings with a SiPM array biased at 58.2 V. The threshold at a DAC value of 28 is below the
ampitude of noise, respectively the ASIC’s baseline. A few discrete frequencies dominate the
spectrum. The noise in the presented example consists of two main contributions at frequen-
cies of ≈2.99MHz and ≈766 kHz. The period spectrum outside of the baseline at approxim-
ately 0.5 photoelectron at a DAC value of 10 is expected to be smooth. The presence of peaks
is a strong indication of pick up of noise. An exponential fit of the distribution’s tail yields the
DCR at this threshold level. Furthermore, the TDC’s dead time manifests itself the lower cut off
of the period spectrum at 40 ns.
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Figure 11.13: The fine counter bin distribution ( ) caused by the non-uniform delays of the VCO

delay stages. The DNL effects can be corrected for as shown in the time distribution ( ) binned into
the mean fine counter width of 50 ps.

11.2.3 Clustering and Time Resolution Extraction

To compare the time resolution of scintillating fibre ribbon prototypes read out by the DRS4
with the same prototypes read out by MuTRiG, a very similar data processing is used. The
main steps are the ToA extraction for each channel, followed by clustering of neighbouring,
coincident hits and the subsequent time resolution extraction and fitting from clusters.

In contrast to the DRS4 based measurement, the ToA in MuTRiG is determined by the T-
trigger level which yields the ToA in the T-timestamps with respect to a common reset. No
offline waveform processing and time extraction are required. Furthermore, MuTRiG is used
without a global external trigger. Each channel is self-triggered by its T-threshold.

Improved ToA: DNL Correction

The ToA is improved if the Differential Non-Linearity (DNL), as described in subsection 6.3.2,
is corrected for. The integrated DNLs of all previous fine bins determines the correct time
of an event with a specific fine counter value. The centre of the corresponding bin yields
the corrected timestamp. Figure 11.13 shows the distribution of the raw and DNL-corrected
bins of the fine counter. Due to the different fine counter bin widths, the uncertainties of the
timestamps are a function of the fine counter bin.

As we demonstrated in [148], the fit’s quality improves if each time difference is smeared
out by its uncertainties to randomize these quantisation errors. This effect is of particular
importance if time resolutions in the order of only a few fine counter bins, O(100 ps), are
extracted. Figure 11.14 shows an example time resolution of positron annihilation measured
with 3.1mm× 3.1mm× 12mm LYSO crystals and the STiC ASIC.
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Figure 11.14: Time resolution of positron annihilation measured with 3.1mm× 3.1mm× 12mm
LYSO crystals and the STiC ASIC. From [148].

Clustering Procedure

The clustering is realized in a multi-step approach. Firstly, events in coarse coincidence in
time, within 20 ns, from all channels per side are built. In the presented setup, 16 channels are
present per side. An event is added to a group if its time difference to any event already in the
group is smaller than the coincidence window. Otherwise, a new group is built which contains
this event. If a new event is within the time coincidence window to two existing group, they
are merged. This is realized based on the 12.6 µs long MuTRiG readout frames and leads to a
set of groups, whose hits are all disjunct by at least the time coincidence window.

In a second step, clusters of adjacent channels are built based on these groups which contain
all hits within the coincidence window of at least one other. If a channel is known to be not
working, it is ignored, and clusters are built spanning it.

Time Resolution Extraction

The time resolution extraction from the clusters follows precisely the procedure described in
Figure 7.3.4. The distribution of the differences of the smallest time of the clusters on both
ribbon sides is considered.

To further improve the time resolution, a small channel by channel time offset can be cor-
rected for. These offsets, in the order of

√
var = 140 ps as shown in Figure 11.15, are constant

between resets but show a slight DAC and bias voltage dependency. Unfortunately, the ex-
ternal triggering of the TDCs yields incompatible offsets, because only the digital signal part is
involved. Therefore, they have to be extracted from the full chain with biased sensors for each
used set of DAC settings, including T-threshold. This has the advantage, that different signal
path lengths are corrected for at the same time.

In the presented analysis, the channel time offsets are extracted by two different methods.
Firstly, the time difference of crosstalk events between neighbouring channels, as shown in
Figure 11.17, can be utilized. Under the assumption that crosstalk, induced from one channel
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Figure 11.15: Measured time offsets between channels by crosstalk between channels (♦) and com-
mon coincidences to channels on the opposite fibre ribbon side (•, •). The bin centred at channel pair
0.5 corresponds to the pair 0-1.

to its neighbour, shows the same time constant as vice versa, the relative time offset of the
neighbouring channel pair is extracted. It is given by the centre between the two crosstalk
peak positions. Secondly, a signal in coincidence in the two adjacent channel to one reference
channel of the other ribbon side can be utilized. Such coincidence signals can either be caused
by passing particles at a well-defined position along the ribbon or crosstalk mediated by the
fibres as described in Figure 11.3.2. The time offset of two neighbouring channels is given
by the difference of the offsets to the third common channel on the other fibre ribbon side.
Figure 11.15 summarizes the offsets extracted by bothmentionedmethods, where two opposite
side channels per pair were used. The offset is determined by the mean of the three extracted
values per channel. Their residuals show an Root Mean Square (RMS) of 18.5 ps, which is close
to the fine bin resolution of 50 ps/

√
12 ≈ 14.4 ps. The three extracted offsets are consistent

with each other.

11.3 MuTRiG Performance

The same setup as described in subsection 7.3.1 with the beam replaced by a 21MBq 90Sr
source with two 2 cm long collimators with an aperture with a diameter of 6.7mm, respectively
2mm, is used. The SiPM column arrays are connected to the MuTRiG setup, instead of to the
amplifiers and DRS4 based DAQ, as described in subsection 11.1.3. A 4 layer SCSF-78 ribbon
without additional TiO2 in the glue is used.
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Figure 11.16: Time delay of the external trigger with respect to the corresponding clusters.

11.3.1 Hit Validation by the External Trigger

One channel of the used setup, MuTRiG channel 10 corresponding to SiPM channel 27 is not
connected to the input lines but is in principal functional. Hence the signal from the external
trigger cross which consists of 1mm scintillating fibres read out by PMTs is fed into this chan-
nel. This is realized by external NIM discriminator followed byAND coincidence of the crossed
fibres. The NIM coincidence signal is converted into a TTL pulse which in turn is used to trigger
the TDC of MuTRiG channel 10 through the motherboard’s injection (see Figure 11.1.2). The
described chain introduces a significant delay of signals from the external trigger with respect
to the corresponding clusters. Figure 11.16 shows the coincidence spectrum. The external
trigger validates clusters with a distance between −90 ns to −75 ns. The external trigger cross
is used to ensure that the electrons from the beta decay fully penetrate the ribbon. Hence
the non-radiative deposited energy is well under control (see Figure 7.6) and very similar to
the test beam environment. The measured time resolution of all clusters and validated ones
are consistent. In the presence of the 90Sr source a rate of 30Hz is measured in the crossed
fibres and a mean rate 67 kHz in the SiPM channels with an RMS of 14 kHz between them. The
employed T-threshold settings at different sensor bias voltages are summarized in Table C.9.

11.3.2 Coincidence between Channels

The time coincidence spectrum between individual channels without a source in place reveals
crosstalk between sensor channels as well as crosstalk mediated by the fibres from one side of
the fibre ribbon to the other. Figure 11.17 and Figure 11.18 show the effect of these types of
crosstalk for two neighbouring SiPM channels of the same sensor and for two SiPM channels
located on the opposite sides of the fibre ribbon. Both sensors are biased with 58.2 V. In the
presence of the strong 90Sr source, a coincidence peak between the ribbon sides appears.
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Figure 11.17: Coincidence events of two neighbouring SiPM channels (5 and 6) with a sensor biased
at 58.2 V without ( ) and with ( ) the presence of the 90Sr source.
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Figure 11.18: Coincidence events of SiPM channels (5 and 26) on the opposite side of the fibre rib-
bon. Both sensors are biased at 58.2 V. The coincidence spectrum without ( ) and with ( ) the pres-
ence of a 90Sr source are shown.
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Figure 11.19: Crosstalk mediated by a single 1.5mm thick round scintillating fibre of 1m ( ) and
3m ( ) length. Courtesy of of J. Allenspach and T. Schmid.

Furthermore, adjacent channels are often part of the same cluster. Thus a coincidence peak
manifests also between them.

Crosstalk Mediated by Scintillating Fibres

Crosstalk mediated by plastic fibres from one side to the other side of a ribbon has the same
cause as crosstalk between SiPM pixels and channels (see subsection 5.2.3). A fraction of the
infra-red photons emitted by the accelerated charge carriers of an avalanche couple into the
fibres which guide them to the other side. Even though the fibres show a significant loss in
the propagation of near infra-red photons, a few trigger avalanches in the attached SiPM chan-
nels on the opposite side. The time difference consists of a propagation term and a crosstalk
time constant O(1 ns). The propagation term is determined by the speed of light in the fibre
Polystyrene7 core and the mean propagation length given by the photon’s angle with respect
to the fibre axis.

In a dedicated study with single round fibres with a diameter of 1.5mm coupled to SiPMs8

with an active area of 1mm× 1mm, this effect was confirmed by J. Allenspach and T. Schmid.
The setup utilizes a pre-amplifier and a DRS4 based full waveform readout. Figure 11.19 shows
the time difference between signals with an amplitude larger than 0.5 photo electrons for two
different fibre lengths of 1m and 3m.

158



11.3. MUTRIG PERFORMANCE

Table 11.3: Crosstalk measured in a fibre ribbon prototype. The mean value and standard deviation
over all channels are stated.

bias voltage crosstalk [%]
channel to channel fibre mediated
mean std mean std

57.2 V 2.7 2.2 1.3 1.0
58.2 V 3.2 1.9 1.8 1.5
59.2 V 4.0 2.5 2.5 1.9
60.2 V 4.5 2.6 3.1 2.1

Crosstalk Rates

Table 11.3 summarises the bias voltage dependent crosstalk rates extracted from the fibre rib-
bon prototype. The stated crosstalk probability is determined by the ratio of all events in
coincidence with the corresponding partner normalized by the total number of events in this
channel. For the mediated crosstalk, all events within ±6σ of a Gaussian fit of the corres-
ponding time difference peak are used. For the channel by channel crosstalk, all events from
the centre between the two respective crosstalk peaks up to µ+3σ outwards the distribution
are used. The measurement is performed at (25.9± 0.2) ◦C.

11.3.3 Cluster Sizes measured with MuTRiG

Figure 11.20 shows the distribution of the cluster sizes measured with MuTRiG. Even though
the distributions show a slightly different shape concerning the cluster size distributions ob-
tained by the DRS4 based readout, their MPVs are very similar. The full waveform based meas-
urement yields distribution of cluster sizes withMPV of 3.27± 0.01 columns and 3.24± 0.01 co-
lumns compared to 3.2 columns and 2.88 columns of the MuTRiG measurement. Note that in
the MuTRiG measurement one channel on the right side is missing, what results in slightly
reduced cluster sizes.

11.3.4 Time Resolution measured with MuTRiG

The cluster time resolution, extracted as described in Figure 11.2.3 and Figure 7.3.4, at different
SiPM array bias voltages are summarized in Table 11.4. The extracted time resolutions for all
clusters (cl ≥ 1) and for clusters consisting of at least two (cl ≥ 2) column hits per side
are quoted. Figure 11.21 shows an example time difference distribution for clusters with a
minimum size of 2, obtained with a sensor biased at 58.2 V. It agrees very well with the time
resolution extracted by the DRS4 based DAQ of the same ribbon. For example, the FWHM/2.35

7nPS = 1.6.
8Hamamatsu S10362-11-050P.
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Figure 11.20: distribution of cluster sizes of a 4 layer SCSF-78 ribbon without additional TiO2 in the
glue measured with MuTRiG. Note that on the right side one channel (27) is missing.
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Table 11.4: Scintillating fibre prototype time resolutions at different sensor bias voltages for all
clusters (cl ≥ 1) and for clusters consisting of at least two SiPM column hits per side (cl ≥ 2).
Furthermore, the time resolution at different threshold levels is presented. If no σbase is given, it con-
verged to 1 ns used as lower bound to prevent dilution of σcore. Fibre type 78 in the table corresponds
to Kuraray SCSF-78, NOL to NOL-11.

ribbon th cl bias FWHM
2.35

σsingle σcore, σbase Ncore/Nbase
type layers [phe] ≤ [V] [ps] [ps] [ps]

78 4 0.5 1 57.2 391± 20 420± 2 388± 7, 1524 16.14
78 4 0.5 1 58.2 380± 18 409± 3 382± 6, 2054 19.60
78 4 0.5 1 59.2 368± 9 405± 2 376± 4, 3612 19.79
78 4 0.5 1 60.2 376± 15 403± 2 366± 3, 1e5 15.02
78 4 0.5 2 57.2 379± 18 398± 2 373± 4 15.59
78 4 0.5 2 58.2 366± 13 389± 3 366± 5 16.89
78 4 0.5 2 59.2 358± 7 386± 2 366± 7, 1101 19.95
78 4 0.5 2 60.2 366± 14 385± 2 368± 8, 1642 29.66

78 4 0.5 1 58.2 356 403 363 9.80
78 4 ≈ 1.0 1 58.2 371 415 369 8.54
78 4 DAC 0 1 58.2 431 472 401 5.5
78 4 0.5 2 58.2 345 383 360 16.43
78 4 ≈ 1.0 2 58.2 372 396 365 12.44
78 4 DAC 0 2 58.2 403 435 390 8.74

78 3 0.5 1 58.2 413± 13 456± 1 409± 5, 1674 11.74
78 3 0.5 2 58.2 374± 19 385± 2 363± 4, 2792 24.21
NOL 4 0.5 1 58.2 381± 4 424± 1 385± 4, 1000 10.14
NOL 4 0.5 2 58.2 360± 17 367± 2 353± 6, 1081 27.28
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Figure 11.21: Time Resolution of a 4 layer SCSF-78 ribbon without additional TiO2 in the glue ex-
tracted from clusters with at least 2 active columns. No channel by channel time offset correction is
applied.
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Figure 11.22: Measured time resolution as a function of the sensor’s bias voltage.

obtained in theMuTRiGmeasurement of (366± 13) ps lies very well inside the uncertainty of
(361± 23) ps obtained in the full waveform test beam analysis.

Bias Voltage Dependency

A small improvement of the time resolution with increased SiPM bias voltage is observed. Fig-
ure 11.22 illustrates the effect which is of the order of O(10 ps).

Threshold Dependency

In addition to the time resolution at different bias voltages, Table 11.4 lists the time resolution
at different threshold levels. In addition to the default 0.5 phe T-threshold level, ≈ 1 phe and
all T-threshold DACs at a value of 0 are used. Increased thresholds worsen the time resolution.

Position Dependency

Table 11.5 lists the measured time resolution and the time offset of the time difference peak as
a function of the source position along the fibre ribbon. A linear fit determines a propagation
speed in the fibre ribbon of (0.255± 0.003) c. The time resolution shows no source position
dependency.

Channel Rate Dependency

Figure 11.23 shows the cluster time resolution of clusters with at least two hits from a 4 layers
NOL fibre ribbon prototype as a function the mean rate perMuTRiG channel caused by passing
particles. The horizontal error bars correspond to the rate RMS between all channels. For such
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Table 11.5: Time resolution and time difference offset for different source position along the fibre
ribbon.

th cl position mean µ FWHM
2.35

σsingle σcore Ncore/Nbase
[phe] ≤ [mm] [ps] [ps] [ps] [ps]

0.5 1 0 -18 371 403 365 9.98
0.5 1 44 545 385 405 363 9.18
0.5 1 70 921 381 405 362 9.00
0.5 1 100 1275 366 402 364 10.15
0.5 2 0 -24 358 384 360 16.32
0.5 2 44 538 369 384 361 16.36
0.5 2 70 913 363 383 361 17.03
0.5 2 100 1267 355 380 361 20.36

Figure 11.23: Cluster time resolution of clusters with at least two columns extracted from a 4 layer
NOL fibre ribbon prototype as a function of the mean rate per MuTRiG channel caused by passing
particles. The horizontal error bars in rate correspond to the rate RMS between all channels.
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Figure 11.24: Time resolution of a 4 layer SCSF-78 ribbon without additional TiO2 in the glue ex-
tracted from clusters with at least 2 active columns. Channel by channel time offsets are corrected
for.

signal rates up to ≈300 kHz/channel no significant degradation of the time resolution is ob-
served with the scintillating fibre detector prototypes. This behaviour differs from measure-
ment for PET applications which utilisze LYSO crystals. Due to the raised number of photons,
about 1000, the increased SiPM signals lead to larger currents through the ASIC. A strong coin-
cidence time resolution dependency on the channel rate in the order of 2 ps/kHzwith an energy
cut right below the Compton edge is observed [148]. This effect is believed to be caused by
the internal feedback (see subsection C.1.1).

Further Improvements

The cluster time resolution be can further improved by a channel by channel offset correction.
This method is described in Figure 11.2.3. Figure 11.24 shows the improved result with respect
to Figure 11.21. The improvement of O(10 ps) is negligible.

Summary

The time resolutions of the fibre ribbon prototypes obtained by the digitization of the full
waveform with a DRS4-based DAQ are reproduced by reading out the sensors with MuTRiG
(see Table 11.4). The performance dependency on the sensor’s bias voltage (see Figure 11.22),
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threshold levels, particle crossing position (see Table 11.5) and event rates (see Figure 11.23) are
presented. Up to an event rate of 300 kHz/channel no performance degradation is observed.
Furthermore, a preliminary channel by channel calibration scheme based on crosstalk in the
sensor arrays, as well as crosstalk which is mediated by the fibres between the two ribbon
sides, is outlined.
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12
Mechanical and Electrical Integration

The sub-detector has to fit into the experiment’s base structure, supplies and constraints from
the silicon pixel tracker. In a first part, this chapter summarizes the mechanical constraints
and requirements of the sub-detector. In a second part, a sub-detector integration concept
including the electrical connectivity, the components of the readout board and detector cooling
is proposed.

12.1 Constraints and Reqirements

The limited space for detector mechanical support structure and readout electronics is one of
the main challenges of the Mu3e fibre detector. Furthermore, also the volume available for
supplies and signal lines is very restricted.

12.1.1 The Available Volume

The cylindrically symmetric volume available for the fibre detector is constrained outwards
by the third silicon tracking layer at a maximal radius of 67.5mm, along the beam line by
the supports of the same tracking layer which is separated by 330mm, and towards the beam
pipe by helium channels for the inner two tracking layers at a radius of 79.2mm. Figure 12.1
gives an overview in the transverse plane. The stated numbers take on the one hand into
account that the pixel sensors of the third tracking layers are shifted slightly inwards during
pixel detector assembly. On the other hand, a roughly 5mm wide helium channel is required
between the fibre support and the tracking detector flanges. The separation of the two sub-
detectors support structure allows the tracker support rings to move independently along the
beam direction accommodating thermal expansion of this sub-detector.
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Figure 12.1: Transverse cut through the central part of the detector. The space available for the
fibre detector and its support is indicated in blue (•). The volume is constrained by the third tracking
layer indicated in green (•) and the helium supply tubes (•) shown in yellow for the inner detector
region. Additionally, the support for the inner tracking layers (•) and the detector’s power bars (•) are
highlighted in purple and red.
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12.1.2 The Environment of the Detector

Temperature The sub-detector is surrounded by the helium atmosphere of the experiment
at roughly atmospheric pressure. The operation temperature of the whole Mu3e experiment
is still under investigation. It depends on the power consumption of the final MuPix sensor
and the details of the cooling concept. The overall operation temperature is expected to be
above room temperature with a gradient along the beam direction of up to 40 celsius over the
full third tracker layer in the central part with a length of 32 cm. The sub-detector is supposed
to withstand temperatures up to a maximum of 80 ◦C without damage.

Helium Flow The volume between the fibre detector and the third layer of the tracking
detector is flushed with gaseous Helium for cooling of the silicon pixel sensors. A pressure
difference of 3mbar is expected over the full length of the fibre detector [75], corresponding
to a helium flow speed of 5m/s, respectively 1.2m3/min.

Light Tight The volume inside the magnet needs to be light tight. This means for example
that LEDs have to be avoided and that light sources required for the alignment system are can
be switched off.

12.1.3 Mechanical Reqirements

The mechanical and electrical design of the fibre detector must ensure simple radial access
to the inner detector area. Furthermore, no access from the upstream nor the downstream
side is possible during the sub-detector assembly. Hence, a design which allows mounting the
detector from the radial direction is chosen.

Thermal Expansion of Fibre Ribbons

Compensation of the thermal expansion of the fibre ribbons is required. Figure 12.2 shows the
measured expansion of two prototypes, one with and one without additional TiO2 in the glue,
as a function of the ambient temperature. An expansion coefficient in the order of 80 · 10−6 /K
is found. Over the full potential temperature range of up to 80 ◦C, this corresponds to an
expansion of about 2mm.

Cooling Reqirements

The power dissipation in the SiPMs is, with below 5mW per array, negligible. Due to the
high ambient temperature, cooling will be required to ensure sensor operation around room
temperature or below. This reduces significantly the DCR (see section 5.2).

TheMuTRiG has a power consumption of about 30mW per channel. This adds up to 60W
to 100W per detector side if losses in local power regulators are taken into account. The
helium cooling system cannot absorb this additional heat; another system with liquid coolant
is required.
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Figure 12.2: The relative expansion along the fibre direction of two 1.6 cm wide and 40 cm long fibre
ribbon prototypes consisting of 4 layers 250 µm thick round fibres with (tio2 ) and without (clear
) additional TiO2 in the glue. Linear functions are fitted to the data; their slopes and the fibre total

fibre length determine the thermal expansion coefficients K .

12.2 Detector Integration Concept

The fibre detector is divided into 6modules which each consists of two ribbons as described
in chapter 3. The (32.0± 0.1)mm wide and (288.0± 0.5)mm long fibre ribbons with one 128-
channel SiPM column array (see section 5.2) attached to each side build the base unit of the
detector. One side of such a module is shown in Figure 3.2. The sensors, shipped on a PWB
which is soldered to a flex print cable, are fixed by three screws directly to the holding structure
which is glued onto the fibre ribbons at both ends.

To reduce the ribbon’s sag and compensate the thermal expansion each ribbon is spring-
loaded individually. Figure 12.3 shows the sag of two prototypes, one with and one without
additional TiO2 in the glue, as a function of the applied tension. The used ribbons are arched by
the production procedure. This intrinsic tension results in an orientation dependent behaviour.
For forces larger than 0.3N a sag below 2mm is observed which is believed to be sufficient for
the sub-detector.

Two ribbons are attached to the same fibre support structure; they form one module. The
two ribbons are offset with respect to each other along the beam direction by 4mm to accom-
modate the sensors. On each side, the flex print cables from both sensors end at the bottom of
the support structure, where they are connected to the scintillating fibre board (scifi board).
Figure 12.4 shows the spring loading of a ribbon on one side of a ribbon, a full module is shown
in Figure 12.6. This modular design allows to test and characterize the full fibre ribbon-sensor
assembly outside of the detector.

The modules are mounted radially onto fibre support rings which are fixed rigidly to the
beam pipe. This is possible because the thermal expansion of the modules is handled by the
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Figure 12.3: The sag at the centre of 40 cm long and 1.6 cm wide prototypes consisting of 4 layers
of 250 µm thick round fibres as a function of the applied force for tension. One ribbon is produced
with ( ) and one without ( ) additional TiO2 in the glue. The ribbons are intrinsically arched, both
orientations are shown (ached downwards and upwards). If no force is applied the sag depends on
the way the ribbon is placed in the setup.
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Figure 12.4: Spring loading of one fibre ribbon to the fibre support structure. One module comprises
two ribbons. The flex print cable onto which the sensor is bonded ends at the bottom of the support.
Figure 3.2 shows a more detailed view of the fibre ribbon assembly.
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Figure 12.5: Fibre detector support ring with one electronic board (scifi board) and cooling plate
per module. The support ring backsides of both detector sides are separated by 330mm.
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Figure 12.6: Radial insertion of one fibre module comprising two fibre ribbons. Two-dimensional
connectors realise the electrical connection between the flex print cables and the scifi boards.

individual spring loading of each ribbon. The support rings comprise one scintillating fibre
readout board (scifi board) per module per side, which host the readout ASICs. The boards
are attached to liquid-cooled plates. Figure 12.5 shows the support ring of one side.

The electrical connection between the sensors and the readout electronics is realized through
the flex print cables which end at the bottom of the module support structure. The flexibility
is required to compensate for the distance difference caused by the spring loading. During ra-
dial module insertion onto the support rings a two-dimensional connector, called interposer,
realizes the electrical connection between the flex print cables and scifi board. Furthermore,
the module support is thermally connected to the cooling plate. Figure 12.6 shows the radial
insertion of a fibre module. Screws fasten the electrical connections and the module through
holes in the module support exclusively from the radial direction.

Figure D.2 shows a picture of a 3d-printed model of the fibre detector integrated into the
Mu3e experiment.

12.2.1 Electrical Connection

The proposedmechanical design relies on the feasibility of the flex print cables for the analogue
SiPM signals and their connection through the interposers to the scifi board which has to be
proven.
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Figure 12.7: Dimensions of the flex print cables in the proposed design. The offset of the fibre rib-
bons along the beam direction of 4mm require every second flex print cable to be longer. Further-
more, the two flex print cables of the two sensors of one side of the same module are mirrored.

Flex Print Cables

The flex print cables connect the sensors, which are soldered to the cables, with the readout
electronics. Their flexibility is required to account for the thermal expansion of the fibre rib-
bons. Common positive high voltage is applied at the SiPM’s cathode which demands a filter as
close to the sensors as possible. A sufficiently large capacity has to be placed on the flex print
cable. The 128 single-ended SiPM signals are routed individually from the sensor through an
interposer to the MuTRiG inputs. Furthermore, digital temperature sensors on the backside
of the sensors allow monitoring the SiPM operation conditions. To minimise cross-talk from
the steep rising edges of clock lines, I2C is waived and much slower and better to control one-
wire sensors will be used. In total the flex print cables supply ground and high voltage bias,
host filter capacities and one-wire temperature sensors and 128 single ended analogue signal
lines. Low impedance is envisaged to guarantee good time resolution and fast recovery times.
Cross-talk between signal lines from neighbouring SiPM channels could mimic the presence of
clusters, therefore pollute the suppression of dark counts and increase the occupancy.

A density of ≈4 lines/mm is required to fit all 128 signal of one SiPM array into two signal
layers. This leads to a feature size of≈125 µm if no ground lines are placed between two signal
lines or≈60 µm if this is the case. The bending radius of a flex cable is in general twelve times
the thickness. To achieve the required bending radius of below 2mm the height of the flex
cable at the bending zone has to be below 170 µm. Figure 12.7 shows the outline of the flex
print cable in the proposed design.

Different possible designs of micro strips and striplines are described in more detail in sec-
tion D.1.
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Table 12.1: Number of contacts of one flex print connection grouped by type. On interposer with
10×40 contacts connects two flex print cables to one scifi board.

type number
domains contacts per domain total

SiPM signals 128 1 128
SiPM bias voltage 2 6 12
ground 1 54 54
2×temperature sensors 2×3 1 6
total 200

The Interposers

The proposed design utilizes a high-density two-dimensional connector. This allows module
connection from purely radial direction. It is foreseen to use one Samtec ZA8 microarray with
10×40 contacts per module per side. The pads of this connector have a pitch of 0.8mm. The
connector is specified up to rates above 9GHz [149]. Table 12.1 lists the number of contacts
grouped by type. One interposer connects two flex print cables of which each is connected to
one 128-channel sensor. The bias voltages of the two dices of one sensor are separated (see
section 5.3).

12.2.2 The Readout Board: Scifi Board

The scintillating fibre detector readout board (scifi board) hosts the readout ASICs, provides
the required supplies of these chips and provides slow control information, such as temper-
ature and current monitoring. The flex print cables and the interposer connect 2×128 SiPM
channels to one board. Hence, 8 MuTRiG s, each with 32 channels, are required per module
per side. The board has a maximal size of 53mm× 55mm. Table 12.2 gives an overview of
the proposed components. This scheme allows connecting one scifi board to one bank of the
experiments front-end FPGA board. Note, that in principle multiple banks would be available.

The MuTRiG ASICs

Table 11.1 lists all MuTRiG1 pads and their functionality. The ASICs are either wire bonded
directly to the scifi board and covered with glob-top or a similar technology to increase the
mechanical stability or a packaging hosting two ASICs is used. The proposed packaging has a
size of 17mm× 17mm with a 0.8mm-pitch ball grid array. Note that due to the single-ended
sensor readout scheme only one ASIC pad per channel needs to be connected. The readout
ASICs dissipate in total 8-10W per board. Hence they are located on the “bottom” side of the
board facing the cooling plate.

1Of the first ASIC version.
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Table 12.2: Proposed components on the scifi board. LV stands for low voltage and HV for high
voltage. TheMuTRiG ASICs could be directly wire bonded or packed in pairs of two.

component comment area [mm2] number

MuTRiG 5.0× 5.0 8
wire bonded ∼15× 10 8
packaging 17× 17 4

LDO 1.8 V analogue TPS7A830 3.5× 3.5 2
LDO 1.8 V digital TPS7A92 2.5× 2.5 2
LDO 3.3 V digital TPS7A92 2.5× 2.5 1
current monitor, LV LTC2991 4.0× 3.0 2
voltage and current monitor, HV LTC4151 3.0× 3.0 2
temperature sensors ≥4
chip select (cs) multiplexing MAX349 5.3× 7.3 2
clock fan-out SI53344 5.0× 5.0 1
TDC injection PL138-48 3.0× 3.5 2
LVDS buffer DS15BR400 5.0× 5.0 2

Voltage Generation and Monitoring

The supply voltages of 1.8 V and 3.3 V for theMuTRiGs need to be generated from a common
supply by the copper bar on the board. The LDO regulators listed in Table 12.2 are proposed
for this task. Furthermore, the current of the ASIC is monitored by a current monitor with I2C
interface. In addition to the power from the copper bars, high voltage, generated outside of
the detector2 is provided for each board. The voltage at the interposer and the current through
the SiPM are monitored and read out through the common I2C bus.

ASIC Slow Control

TheMuTRiG SPI slow control, including Channel Event Counter, is multiplexed to reduce the
number of required signal lines between the scifi board and the experiment’s front-end FPGA
board. AllMuTRiG share a common SPI clock (sclk), data-in (sdi), data-out (sdo) and CEC data-
out (cec_sdo) lines. Two multiplexers switch the chip select signal for the slow control (cs)
and the CEC (cec_cs). The multiplexers themselves are also configured by SPI what requires an
additional chip select (cs_cs, cec_cs_cs) per such device.

Clock Distribution

The experiment front-end FPGA board provide a reference selectively at 625MHz. This clock
needs to be distributed to the ASICs. A Low-jitter LVDS fanout clock buffer is utilized. The two

2probably inside the magnet.
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reference clocks required by eachMuTRiG, one for the digital part and one as the reference for
the PLL, can be combined. If the utilized cables for the clock signals from the experiment front-
end FPGA board to the scifi board turn out not to be suited for the reference clock distribution
at the described rate, the experiment’s 125MHz system clock could be used alternatively. This
requires the replacement of the LVDS fanout clock buffer with a clock multiplier including a
local oscillator3.

MuTRiG TDC Injection

The external triggering of the TDC of the ASIC provides a useful tool for calibration and mon-
itoring as described in subsection 11.1.2. To allow TDC injection triggered by LVDS signal from
the front-end FPGA an LVPECL fanout buffer in combination with a resistor network is used
as described in Figure 11.4.

Interface of the SciFi Board

The experiments common front-end FPGA boards comprise 5 banks which each connects to
3 MuPix sensors. Each bank connects 9 LVDS data links, additional 5 differential links for
monitoring, clocks and fast resets and 3 differential links for chip configuration to LVDS up to
1.25Gbps Serializer-Deserializer pairs (SerDes) of the Arria V FPGA. Furthermore, a config-
urable differential line from the experiments clock distribution is available. The possibility to
connect three analogue temperature sensors which are connected to an ADC on the front-end
board and an analogue pulse generation for injection in the pixel sensors are not used by the
fibre detector. The presented scifi board design allows to connect such boards to one bank
of the experiment’s front-end board. Table 12.3 summarizes the lines of this interface.

Due to bandwidth considerations (see section 2.6) only two scifi boards are connected
to one front-end board. This would in principle allow to use up to 2.5 banks per board. The
here presented use of only one bank is motivated by the minimization of the number of cables
between front-end board and scifi board and might be adjusted in future.

12.2.3 The Detectors Cooling

The cooling of the fibre sub-detector splits into two parts. Firstly, the system has to dissip-
ated up to 100W per side dissipated by the readout ASIC and LDOs. This is realised directly
through the liquid-cooled plates below the scifi boards. Secondly, the temperature of the
SiPM sensors is required to be stabilized. Depending on the overall experiment temperature,
which is expected to be high (>30 ◦C), cooling is needed to operate them around or below
room temperature.

3For example SI5345.
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Table 12.3: The interface of the scifi board to one bank of the front-end FPGA board and power
distribution. The abbreviation sensor temp stands for the temperature sensors at the SiPMs on the
backside of the flex print cables (see subsection 12.2.3). The external trigger line is optional. † The
reset of the current MuTRiG comprises two single-ended signals. The next version will incorporate a
single differential reset.

group name type direction rates lines

reference clock clk LVDS in 625MHz 1× 2
data data LVDS out 1.25Gpbs 8× 2
slow control sclk SPI in 20MHz 1

cs, cec_cs,
cs_cs, cec_cs_cs SPI in 20MHz 4

sdi SPI in 20MHz 1
sdo, cec_sdo SPI out 20MHz 2
total SPI 20MHz 7

injection inj LVDS in O(100 kHz) 1× 2
I2C scl, sda I2C inout MHz 2
reset† rst in sync. 125MHz 1× 2
sensor temp 1-wire inout 2
trigger trg in 1
spare 2
total 34

power, ground 1.4 V to 6.5 V, <20W in 2
high voltage ∼55V in 2

178



12.2. DETECTOR INTEGRATION CONCEPT

Liqid-Cooled Plates

The major share of heat dissipation of the fibre detector is caused by the eightMuTRiG s and
subordinately by the LDO regulators on the scifi board. They are located at the bottom side
of the board in direct contact with the copper cooling plates (see Figure 12.5).

Per side, six supply tubes with an inner diameter of ∼3mm provide the liquid coolant. The
liquid is passed through two modules in series. Simulations have shown that a water flow
below 1m/s corresponding to 0.3 L/min at an inlet temperature of 10 ◦C is sufficient to keep
the ASIC temperature low.

Under the very conservative assumption of a power dissipation of 24W per package (2
MuTRiGs), corresponding to a factor 10 with respect to expectations, and a surrounding he-
lium temperature of 40 ◦C, the temperature of the package is below 35 ◦C. The copper plate’s
temperature stabilizes at ∼30 ◦C, and the water temperature at the outlet of the first cooled
module is 15 ◦C. Figure D.1 shows the equilibrium temperature of the system.

An Alternative cooling scheme where the ASICs are located on the top side of the scifi
board and are cooled from the bottom is also being considered. This is motivated by prelim-
inary cooling tests performed on STiC ASIC in a packages, where the latter scheme performed
better [150].

Temperature Stabilization of the Sensors

Two sensors at the backside of the flex print cable at the positionwhere the sensors are soldered
to monitor the temperature of the SiPMs. Depending on the experiment’s operation temper-
atures and gradients over the central barrel, additional cooling is required. In this case, it
is foreseen to build the fibre module support structure out of a well heat conducting mater-
ial. The stiffener at the backside of the sensor assembly is connected flexibly and well heat
conducting. The efficiency of this concept needs further investigation.
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13
DAQ

The trigger-less DAQ of the experiment is designed in such a way, that the information of the
full detector of a time slice is available for online reconstruction (see section 2.6). Although the
additional information from the timing detectors is not used for the online event reconstruc-
tion, the corresponding detector hits need to be assigned to the right reconstruction frame for
potential event building and storage.

An overview of the experiment’s DAQ is given section 2.6. This chapter firstly summarizes
the expected data rates from the fibre sub-detector at different stages of the experiment’s DAQ,
followed by a discussion of the available and required link bandwidths.

13.1 The Expected Data Rates

The analogue signals from one side of one module, two 128-channel SiPM column arrays are
digitized on the scifi board which hosts 8 MuTRiG ASICs. Each digitises 32 channels and is
linked with one 8b/10b [121] encoded 1.25Gbps link to the experiment front-end. The front-
end decodes the timestamps from the ASICs, sorts the events and packages them for later merge
with the data stream from all sub-detectors. Two 6.25Gbps links connect each front-end board
to the switching boards which combines the data streams and forwards it on a total of four
12.5 Gbps links to the filter farm.

13.1.1 Data Rates from the Scifi Board

Figure 13.1 shows the expected event rates caused by particles per readout channel, a SiPM
column, ofO((619± 20) kHz) (O((504± 15) kHz)) for trigger levels at 0.5 photoelectrons (1.5 pho-
toelectrons). The sensor’s DCR, which depends on the sensors over-voltage, operation temper-
ature and radiation dose (see section 5.2), has to be added to these numbers. It ranges from
50 kHz up to several hundred kHz. Operation at a trigger level above 1 photoelectron reduces
the DCR considerably.

181



CHAPTER 13. DAQ

0 200 400 600 800 1000 1200 1400 1600
colum + 128 ribbon [colum/ribbon]

300

350

400

450

500

550

600

650

ra
te

 [k
H

z]

upstream,     0.5 phe
downstream, 0.5 phe

upstream,      1.5 phe
downstream, 1.5 phe

Figure 13.1: Expected rate per SiPM column at 1 · 108 stopped muons per second atMuTRiG trigger
level at 0.5 photoelectrons and 1.5 photoelectrons grouped into up- and downstream sensors. At the
fibre ribbons edge, which coincides with the 128 channel sensor edge, the rate drops due to ineffi-
ciencies.

In the timemode of theMuTRiG, the events consist of 28 bits; for eachMuTRiG readoutASIC
a bandwidth of 670Mbps (450Mbps) after 8b/10b encoding at a trigger level of∼0.5 photoelec-
trons (∼1.5 photoelectrons), is required for events caused by crossing particles. Potential DCR
has to be added. For each MuTRiG, one 1.25Gbps 8b/10b encoded link to the experiment’s
front-end is available. At a trigger level of 0.5 photoelectrons, this allows for a DCR up to
∼300 kHz at this DAQ stage.

13.1.2 Sorting and Packaging in the Front-End

On the experiment’s front-end board the data stream from the individual MuTRiGs are time
sorted, combined and prepared to be merged with the pixel and tile sub-detector data streams.

The time information needed for the sorting in obtained from the MuTRiG coarse counter
which is encoded in a LFSR. Hence, this timestamps need to be decoded first.

Although the digitized hits of one SiPM channel are strictly time ordered, the different chan-
nels are not. Furthermore, the experiments data streams are merged based on the experiment
frames which base on the 8 ns pixel timestamps. The MuTRiG timestamps of the timing de-
tectors are based on 50 ps wide bins. Since the latter are not a two potency part 1 of the pixel
timestamps, the mapping fromMuTRiG timestamps to experiment frames (pixel timestamps)
is non-trivial once the counter overflows. To simplify merging of the data streams and since
the storage of events will be managed based on the experiment frames, a sorting based on
pixel timestamps, as described in [151], is proposed.

150 ps/8 ns=160.

182



13.1. THE EXPECTED DATA RATES

Table 13.1: Proposed fibre sub-detector data format after the front-end board. The data stream is
sorted and prepared to be merged to the pixel data stream based on 8 ns experiment frame counter
values. It is transmitted in blocks of 128 such frames. The abbreviation ts stands for timestamp.

0 header word
1 block counter
2 FPGA internal ts (8 ns), bits 31 to 61
3 FPGA internal ts (8 ns), bits 0 to 30
4 FPGA internal MuTRiG ts (12.8 ns), bits 50 to , 80
5 FPGA internal MuTRiG ts (12.8 ns), bits 19 to 49

ribbon header
j ribbon (5 bits), N (7 bits), frame ts (10 bits),

MuTRiG ts (10 bits: bits 9 to 18)
j + 1 event data (1/2 word)

... column (7 bits), e-flag (1 bit),MuTRiG ts (8 bits: bits 0 to 8)
j + 1 + ceil(N/2)

trailer word

Multiplexing

One scifi board is connected by eight 1.25Gbps links to the experiment FPGA front-end board.
The information of one SiPM hit is contained in 3.5 bytes (28 bits). The expected data rates allow
multiplexing of four links if the sorting and storing runs at 125MHz of the recovered byte-
clock2. At double data rate, it is feasible to multiplex two times four links. This approach
follows again the pixel sub-detector’s design [151].

Data Format of the Packaged Data Stream

The 8 ns timestamp-wise ordered fibre SiPM hits are read out out in blocks of 128 timestamps.
Table 13.1 shows a potential structure of such a readout block in units of 32-bit words. It
follows closely the proposed structure of the pixel sub-detector [151]. On the FPGA on the
experiment’s front-end boards two internal timestamp counters are present: a 62-bit frame
counter, as well as a 60-bit MuTRiG counter which extends the 20-bit timestamps from the
ASICs. The ribbon header and event data are only sent in the presence of events.

2This clock is synchronous to the individual de-serialized bytes of the 8b/10b encoded 1.25Gbps
links.
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Table 13.2: Expected event rate and the required bandwidth per scifi board and in total for dif-
ferent readout scenarios (modes). In the raw events mode, all hits are transmitted, whereas in the
clusters mode the information content is reduced.

mode rate [MHz] bandwidth [Gbps]
type trigger [phe] multiplicity scifi board total scifi board total

raw events 0.5 all 188 2256 6.17 73.99
raw events 1.5 all 161 1927 5.34 64.13
raw events 0.5 > 1 147 1768 3.56 42.75
raw events 1.5 > 1 126 1509 3.11 37.38
clusters 0.5 > 1 28 337 0.92 11.01
clusters 1.5 > 1 25 297 0.81 9.72

Table 13.3: The available bandwidth at the different DAQ stages in the baseline design. The total
event rate is calculated based on the raw event size without any compression.

connection bandwidth event event rate number total raw
per link size per link of links event rate

from to [Gbps] [bit] [MHz] [GHz]

scifi board front-end 1.25 28 36 12× 8 3.46
front-end switching 6.25 34 147 6× 2 1.76
switching farm 12.5 34 294 1× 4 1.18

Data Format of the Packaged Data Stream in the Presence of Clustering

Even thought the use of the time information in the online reconstruction is not foreseen it
could be provided. The online exploitation of hit information of the fibre sub-detector would
require an online clustering. Only one MuTRiG timestamp is used per cluster. Table D.2
shows a potential structure of a readout block in the presence of online clustering. Note that
the information content is reduced.

13.1.3 Expected Final Data Rates

In both above mentioned cases, the streaming of raw events and in the presence of an online
clustering, data from ribbons with a hit multiplicity below two could be rejected to suppress
DCR and reduce the required bandwidth. Table 13.2 list the expected event rates and bandwidth
requirements per scifi board and in total for the different scenarios including trigger levels
of ∼0.5 photoelectrons and ∼1.5 photoelectrons.
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Figure 13.2: Alternative DAQ design with respect to Figure 2.7 if a bandwidth above 40Gbps is re-
quired for the fibre sub-detector.

13.2 The Available Link Bandwidth

Table 13.3 gives an overview of the available bandwidths in the different stages of the DAQ
chain. Each MuTRiG is connected via 1.25Gbps 8b/10b encoded LVDS link to the front-end
board. With an event size of 28 bits, this allows a maximal event rate of 36MHz per 32-channel
ASIC. The 12 scifi boards host each 8 ASICs resulting in a total bandwidth of up to 3.46GHz.

On the front-end board, the address of hits is extended by 7 bits, 4 bits for the board number
(12) and 3 bits for the MuTRiG ASIC number (8). Since one of the 28 bits of the MuTRiG time
event structure is not used (see section 6.3), this results in a new event size of at least 34 bits.
Taking a link 8b/10b-encoding overhead of 25 % into account, this leads to maximal total event
rate for raw events of 1.76GHz, a reduction by a factor 2 with respect to the previous DAQ
stage. The switching boards combine the data streams from all fibre detector front-ends. It
is connected via 4 × 12.5 Gbits links to the reconstruction farm. At this stage, the maximal
available bandwidth for raw fibre detector hits is reduced again by a third to 1.18GHz.

13.2.1 Alternative DAQ Scheme

In the presented DAQ scheme the number of four 12.5 Gbps links from the fibre switching board
to the filter farm and in between the filter computer is a hard limit imposed by the deployed
QSFP3 connectors which provide 12 optical duplex lines. If a mode of operation is chosen
which exceeds the available bandwidth, the data stream from the fibre detector could bypass
the filter farm. This is possible because the time information is not required for the online
reconstruction. In this scheme shown in Figure 13.2, all frames are sent to a dedicated unit
(scifi buffer) which provides the event builder only with the frames requested. The decision
which frames are stored is based on the online reconstruction running on the farm.

3Quad Small Form-factor Pluggable.
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14
Summary and Outlook

In a first phase, theMu3e experiment aims tomeasure the rare cLFV decayµ → eee at an Single
Event Sensitivity of 2 · 10−15. Achieving this sensitivity requires a combination of high muon
rates of up to 1·108 stoppedmuons per second and a detectorwith excellentmomentum, vertex
and time resolution capable of handling the high particle rates. The scintillating fibre sub-
detector shall provide a time resolution better than 350 ps of a traversing particle in the inner
detector part with minimal momentum resolution degradation and very high efficiencies. This
time resolution is required to suppress combinatorial background and reject mis-reconstructed
track candidates who are mainly assigned the wrong charge.

An extensive fibre ribbon characterization campaign by the wholeMu3e fibre group led to
the choice of round, double-clad 250 µm thick fibres from Kuraray of type SCSF-81MJ. Fur-
thermore, novel NOL fibres are identified as a viable option for future detector upgrades. The
performance of the latest prototypes is presented in chapter 7. At the same time, the fibre
ribbon production and handling at the University of Geneva and at PSI improved, resulting in
prototypes with even more improved performance.

The measured performance of the fibre ribbon prototypes coupled to the identical SiPM
column arrays as will be used in the experiment are used to tune and validate the sub-detector
response in the experiment’s simulation framework (see chapter 9). This allows relating the
measured prototype time resolution of a ribbon consisting of 4 fibre layers of σ(tleft−tright)

≈
FWHM
2.35 = (361± 23) ps to an overall sub-detector time resolution per crossing particle ofσfibres =

234 ps. This exceeds the requirements of better than 350 ps by a considerable fraction.
The integration of the time information from the fibre and tile sub-detectors in the re-

construction and analysis framework allows studying the expected combinatorial background
suppression as a function of signal selection efficiency, aswell as the rejection ofmis-reconstructed
track candidates which have mainly a wrong charge assignment (see chapter 10). At a signal
selection efficiency of 90 %, a Bhabha-like combinatorial background suppression in the order
of factor 70 is expected. The required suppression factor has to be determined once the amount
of background in the experiment has been actually measured with the full detector.

The scintillating fibre ribbons are read out on both sides by SiPM column arrays from Hama-
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matsu of type S13552-HRQ. The specific requirements and results from test measurements of
detector components and simulation led to the development of a dedicated readout chip, the
MuTRiG ASIC by KIP at the University of Heidelberg. This ASIC digitises the analogue sig-
nals from the SiPMs and provides a timestamp of the Time of Arrival in combination with a
flag of signal amplitude threshold. It will handle rates up to 1.1MHz per channel, of which
up to 650 kHz are assumed to be caused by particles crossing the scintillating fibre detector.
The feasibility of operating this ASIC at a single-photon level at rates up to 300 kHz/channel
has been successfully demonstrated (see chapter 11). The results obtained by digitization of
the full waveform are reproduced with the MuTRiG. The effect of different chip settings and
operation conditions, such as sensor bias voltage, particle crossing position and particle rates,
are investigated in detail and described herein. The DAQ developed for this purpose is the base
for the sub-detector’s readout integration into the whole experiment. It is integrated into the
MIDAS framework.

Based on the experience with the STiC and MuTRiG ASICs, as well as with the fibre proto-
types of the fibre sub-detector, a complete mechanical and electrical sub-detector integration
scheme and DAQ integration into theMu3e experiment is proposed in chapters 12 and 13.

14.1 Proposed Sensor and MuTRiG Operation Mode

I suggest to operate the sensors of the fibre sub-detector at rather high bias voltages O(59 V),
corresponding to an overvoltage in the order of 6 V. This maximizes on the one hand side the
time resolution (see Table 11.4) and simplifies, on the other hand, the usage of theMuTRiG E-
flag due to the larger signal amplitudes. At this voltage and around room temperature, the
sensor’s DCR is in the order of 110 kHz per channel (see Figure 11.8) and shows a dark current
of 4.2 µA per array. Note the strong dependency on the operation temperature. Prelimin-
ary irradiation studies with a similar sensor indicate a DCR increase at room temperature in
the order of 1MHz per channel per year of operation (∼100 days) at a muon stopping rate of
1 · 108Hz (see section 5.4). Neither the MuTRiG ASIC nor the DAQ can handle these raw rates
which occur at the end of one year of operation. In addition to lower operation temperatures, a
T-threshold above 1.0 photoelectrons will be required. As shown in Figure 11.2.2, the dynamic
range of the ASIC is about sufficient for such thresholds. Although operation at thresholds of
1.5 photoelectrons degrades the time resolution of the sub-detector in the order of 35 ps (see
Table 11.4) it suppressed DCR significantly due to the low pixel-to-pixel crosstalk probability of
the employed SiPM generation. I propose to use thresholds of 1.5 photoelectrons. Alternatively,
the possibility of relying on the additional E-threshold of the ASIC could be investigated (see
section 14.2). The effects on the overall efficiency need to be studied in more details (see sec-
tion 14.2). If the raw event data only from SiPM arrays (4MuTRiG) with more than one hit per
8 ns readout frame are transmitted, a raw bandwidth of 37.4 Gbps is required (see Table 13.2).

14.2 Outlook and Upcoming Issues

This thesis outlines a possible path towards the Mu3e scintillating fibre detector. The feas-
ibility of using MuTRiG to digitise the signals from the SiPM arrays is demonstrated. There
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are topics to be resolved in the next one to two years to be able to reach the event sensitiv-
ity mentioned above. These issues are the actual production of the twelve fibre ribbons and
the production and integration of the readout electronics which includes the up-scaling from
a single MuTRiG ASIC to a whole system comprising 96 chips and their operation inside the
experiment’s environment and DAQ system. These activities will be accompanied by the de-
velopment of calibration and alignment procedures, also in the time domain.

In the following, three subjects for future development expending the work presented in
this theses are proposed.

Fibre Ribbon Efficiencies

More sophisticated efficiency measurements of the current and future fibre ribbon prototypes
which are able to provide sub-fibre resolution would benefit the quality control of the fibre
production as well as their extrapolated response in the experiment’s simulation and recon-
struction framework. The in chapter 7 presented extraction of efficiency in a pseudo-telescope
configuration consisting of additional scintillators lacks precision and flexibility for different
rotation angles and positions. An improved measurement utilizing several MuTRiG ASICs in
combination with a MuPix-telescope would be an valuable system integration test towards
the final experiment.

Improvement of Time-to-Track Linking in the Reconstruction Framework

The above discussed improved measurements would also provide a handle to improve the
simulated cluster size distribution described in chapter 9. In the current scheme, firstly stand-
alone fibre detector clusters are built which are linked in a second step to reconstructed track
candidates Alternatively, a track candidate based linking scheme could be investigated. Such
a scheme starts with the identification of all individual fibre hits compatible with track can-
didates, followed by time extraction of a detector crossing from the full available information
which would include multiple fibre detector crossings as well as time information from the
tile detector and all pixel hits. Such an algorithm could significantly increase the purity of the
time determination and therefore decrease the distribution’s tails. This leads to better sup-
pression factors at higher signal selection efficiencies and likely to more efficient rejection of
mis-reconstructed track candidates.

Sub-Detector Firmware Development and E-Threshold Validation

The proposed firmware functionalities in chapter 13 need to be integrated into the experi-
ment’s front end FPGAs and to be validated. Depending on the chosen operation modes an
online clustering could become required. As already mentioned in section 14.1 the capability
of the ASIC’s E-threshold should be investigated in more detail. In contrast to the default chip
operation with an enabled filter on the energy branch and moderate sensor overvoltage, the
proposed operation at higher bias voltages in combination with an ASIC operation without the
mentioned filter could provide sufficient E-threshold intrinsic and DAC-value resolutions.
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Figure A.1: Absorption depth in silicon as a function of wavelength from [152].
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Figure A.2: Characterization of fibre ribbon prototypes consisting of 4 layers of SCSF-81MJ fibres
with additional TiO2 2 in the glue as described in chapter 7.
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Figure A.3: Characterization of fibre ribbon prototypes consisting of 4 layers of SCSF-78MJ fibres
with additional TiO2 2 in the glue as described in chapter 7.
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Figure A.4: Characterization of fibre ribbon prototypes consisting of 3 layers of NOL-11 fibres with
additional TiO2 2 in the glue as described in chapter 7.
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Figure A.5: Characterization of fibre ribbon prototypes consisting of 4 layers of NOL-11 fibres
without additional TiO2 2 in the glue as described in chapter 7.
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Figure A.6: Characterization of fibre ribbon prototypes consisting of 4 layers of NOL-11 fibres which
have been exposed to UV-light without additional TiO2 2 in the glue as described in chapter 7.
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Figure A.7: Characterization of fibre ribbon prototypes consisting of 3 layers of NOL-11 fibres with
additional TiO2 2 in the glue as described in chapter 7.
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Figure A.8: Characterization of fibre ribbon prototypes consisting of 2 layers of NOL-11 fibres with
additional TiO2 2 in the glue as described in chapter 7.
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Figure A.9: Characterization of fibre ribbon prototypes consisting of 4 layers of BCF-12 fibres with
additional TiO2 2 in the glue as described in chapter 7.
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Table A.1: Overview efficiencies for different cuts. For cl(n>0) all clusters are excepted whereas for
cl(n>1) only clusters consisting at least out of 2 columns are used. The trigger, consisting of two
crossed fibres, is used for all efficiencies. In addition a single fibre before the ribbon trg fb is used,
together with a supplementary scintillating tile this is the full pseudo-telescope trg full. In an and
configuration clusters on both sides are required whereas in a or configuration a cluster at one ether
side is sufficient. The efficiencies are shown for triggers at ≤0.5 phe and ≤1.5 phe.
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Figure B.1: Relative path length of particles in the scintillating fibre detector with respect to the
detector’s thickness of particles crossing the fibre detector at the first crossing outwards ( ), at the
first crossing inwards ( ) and during all further recurlings ( ).
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(a) total reflection at first cladding
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(b) total reflection at second cladding
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(c) sum of (a) and (b)

150 100 50 0 50 100 150
horizontal position [ m]

100

50

0

50

100

ve
rt

ic
al

 p
os

iti
on

 [
m

]

Figure B.2: Simulated photon exit position in perfect 250 µm thick double clad square fibres.
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Figure B.3: Numbering scheme of the scintillating fibres in the Geant4 simulation. If the trapezium
edge mode is chosen, the dashed fibres are omitted.
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Figure B.4: Numbering scheme of the fibre ribbons in the Geant4 simulation.
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Figure B.5: Distance between fibre ribbons in the simulation framework.
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Table B.1: Baseline scintillating fibre detector settings in the Geant4 simulation framework. For
values specifying lengths, the values are given in units of mm.

setting value

fibre
square false
diameter 0.250
length 287.75
alCoating 0.000
refractiveIndex 1.59
deadWidth 0.005
nLayers 4
maxFibresPerLayer 126
ribbons

n 12
pitch 0.18
geometry 0 (zick-zack)
rOffset 0.0

Table B.2: Numbering scheme of signals in the SiPM column arrays in the Geant4 simulation.

field bits number of bits information

col 0-6 7 column
mppcId 0 1 side (0: for z > 0)
mppcId 1-5 5 ribbon
timestamp 0-19 20 T-timestamp
timestamp 20 1 reserved: E-flag

Table B.3: Numbering scheme of scintillating fibres and fibre ends in the Geant4 simulation.

bits number of bits information

0 1 side (0: for z > 0)
1- 7 6 fibre number in layer
8-10 3 layer
11-15 5 ribbon
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(a)Waveform of a single SiPM pixel. Waveforms
obtained from Kirchhoff-Institute for Physics
(KIP) at University of Heidelberg.
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Figure B.6: Simulated waveforms of a single SiPM pixel (a) before any amplifier ( ) and after the
STiC amplifier ( ) right before the ASIC’s comparator. The detector response consists of a sum of
multiple single photon waveforms (b).
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Appendix C

C.1 MuTRiG

C.1.1 Analogue Front-End

This description follows [144]. The analogue front-end is implemented fully differential to
suppress common mode noise. It allows for a differential or single-ended connection scheme
of detectors and positive as well as negative signal polarities. The ASIC’s input-stage consists
of two symmetrical structures; one half is shown in Figure C.1, connected to the positive and
negative terminals.

The utilized common gate amplifier stages provide high bandwidth and low input imped-
ance. An input transistor is biased by a constant current source controlled by a DAC (IN-
PUTBIAS). The transconductance gm of this resistor determines the input impedance which is
proportional to

Rinput =
1

gm
, gm =

2ID
VGS − Vth

(C.1)

where ID is the drain current and the denominator term the overdrive, the difference between
the voltage between gate and source VGS , and the threshold voltage Vth. Hence, an increase
of the constant current in this transistor decreases the input impedance. Input impedances of
less than 50Ω can be achieved [144].

The voltage at the positive input terminal can be adjusted by a DAC (SIPM) which controls
the input transistor’s gate voltage. Since the current through the transistor is proportional to
(VGS −Vth) in the saturation region, a change of the gate voltage at a constant current results
in a change in the terminal voltage. This results in a tunable range from 100mV to 900mV (see
Figure C.4) with respect to ground. An offset of the terminal voltage changes the bias voltage
applied at an attached sensor.

The input-stage provides two outputs for a timing and an energy branch. These output
voltages are stabilized by a low-frequency feedback from the timing path controlled by another
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ISiPM(t)
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Figure C.1: Simplified diagram of one half of the symmetric STiC and MuTRiG input-stage. The
analogue input signal ( ) is amplified, copied and shaped by the analogue input stage of the ASIC.
The discrimination of this output signal ( ) resulting in the T- and E-triggers ( ) is presented. Ad-
opted from [144].

DAC (TTHRESHOLD) which at the same time defines the level of the T-threshold. An additional
cascode transistor is used to increase the output’s impedance.

In the presence of an input current ISiPM (t), this current provides the constant bias current
Ibias. It substitutes the current through the right part of the diagram in Figure C.1, this part is
off. Its recovery time is linear to the discharge time of the detector’s capacity by the constant
current Ibias. This effect is exploited to linearise the ToTmeasurement. In the case of theMu3e
fibre detector the energy threshold, required for the extraction of the ToT, are not used.

C.1.2 Trigger Units

In the time branch, the differential signal from the positive and negative halves of the input-
stages are amplified by three subsequent high bandwidth differential amplification stages.
The output of the first stage is used for the feedback. The feedback current, tuned by the
TTRESHOLD DAC, determines the voltage difference between the two polarities’ output sig-
nals. Figure C.2 illustrates the subsequent trigger generation for differential and single-ended
operation modes. Note that the trigger edge can be changed by DAC-setting; hence this scheme
allows for signals of both polarities.

The energy branch, which is utilized at most to generate a flag in the Mu3e fibre detector,
exploits only one of the polarities. A DAC allows switching between the positive and negative
signal. In contrast to the time branch, the signal is compared to a threshold voltage tuned by
TTHRESHOLD DAC. Note that the T-threshold, which acts on the common feedback, affects the
absolute value of the E-threshold. As long as the current from the detector’s capacity discharge
substitutes the bias current Ibias the energy output is set to vcc, hence the trigger stays on.
The input-stage E-output falls below threshold upon its recovery. As mentioned before, this
leads to a partial linearization of the ToT.

A switchable filter reduces the noise in the E-branch for better energy resolution. However,
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Figure C.2: STiC and MuTRiG T (a,b) and E (c) trigger scheme for differential (a) and single-ended
(b) operation modes. (a) and (b) adapted from [144].

at the same time the signal amplitude in this branch is reduced.

Hit Logic

In order to digitise the ToA and ToT in a single TDC, the two triggers from the T- and E-branch
are merged with an XOR. This yields two pulses with rising edges aligned to the rising edge at
the T-threshold and to the falling edge of the E-threshold. The signal’s fast rise time ensures
on the one side that the time difference of these two edges is a good proxy for the ToT. On the
other side, this would result in very short XOR outputs from the T-thresholds. To guarantee a
minimal trigger pulse width, the E-trigger is delayed and put in coincidence with itself before it
is fed into the XOR logic. This conserves the falling edge position of the E threshold. Besides
the new trigger edge time, also the state of the delayed E-trigger is stored to discriminate
between T and E times. In case of the energy timestamps, the delayed trigger is always on.

C.1.3 Event Building and Arbitration

The event building is realized in two registers R1 and R2. With each new timestamp from
the TDC, the timestamps are shifted through these. If the E-flag is high, which means that the
current timestamp is from the falling edge of the E-threshold, the hit is validated, and an event
is built. Such an event consists of E-timestamp in R1 and T-timestamp in R2.

The validation by the energy threshold can be overridden by a configuration bit (RECEIVE
ALL). In this mode, utilized for the Mu3e fibre detector, an event is built for each timestamp.
Now, a full event contains the current and the previous timestamp of this channel.

InMuTRiG, the number of events per channel per millisecond is stored in a latched counter,
the CEC, which can be accessed by the slow control interface (see subsection C.1.4).

The event data is stored in channel groups in four Level 1 (L1 FIFO) buffers before they are
combined in a shared Level 2 (L2) FIFO buffer. The L1 buffers employ a priority arbitration based

213



APPENDIX C. APPENDIX C

Table C.1: Event data format at transmission for STiC and MuTRiG. The table specifies which in-
formation is stored in which event bits.

ASIC mode channel time energy total
Coarse Fine Bad Coarse Fine Bad Flag

STiC 47-42 40-26 25-21 41 19-5 25-21 20 48
MuTRiG long 47-43 41-27 26-22 42 20-6 5-1 21 0 48
MuTRiG short 26-22 20-6 5-1 21 0 27

on the channel number whereas the L2 buffers use a fair round robin algorithm [144]. In case
of STiC the L1 buffer combines 16 channels, one MuTRiGL1 buffer is assigned to 8 channels.
Furthermore,MuTRiG allows validating the event data in the L1 buffers by an optional external
trigger. The two FIFOs buffers with size of 4×624 byte, 1536 byte respectively, are implemented
in static RAM.

C.1.4 Slow Control

The two ASICs, STiC andMuTRiG, are configured by a SPI interface. This interface consists of
a clock (sclk), a chip select (cs) which is active low, a data in (sdi) and a data out (sdo) line.
The clock and data lines can be shared by multiple ASICs, called slaves. The configuration
bit pattern is clocked into a shift register through SPI. The register’s last element is put on
data out, which allows to read back the previous configuration. At the rising edge of the cs,
which turns off the SPI interface, the current shift register state is latched to the active chip
configuration. This prevents undesired chip states during configurations. The configuration
pattern of STiC is 4657 bits long, inMuTRiG it consists of 2358 bits.

Channel Event Counter

In MuTRiG, an additional slow control interface allows to read out the CEC. This interface
shares a common clock (sclk) with the configuration slow control and furthermore consists
of a dedicated chip select (cec_cs) and CEC data out (cec_sdo). The serial data stream starts
with an 8 bit header (0x28) followed by 13 bits, one overflow bit plus a 12 bit counter value
per channel, starting at channel 31 descending. This sums up to a total of 53 bytes and allows
to count rates up to 4.095MHz per channel.

C.1.5 Data Transmission and Frames

The STiC andMuTRiG data transmission is frame based. The frame structure of the two ASICs
differs.
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Table C.2: 8b/10b control words utilized inMuTRiG.

Usage K word 8 bits 10 bits RD=-1 10 bits RD=+1

comma K.28.5 0xBC 001111 1010 110000 0101
header K.28.0 0x1C 001111 0100 110000 1011
trailer K.28.4 0x9C 001111 0010 110000 1101

STiC

The digital part of STiC runs at 160MHz. Every 1024 clock cycles a frame is composed and the
present data in the L2 buffer is transmitted via an 8b/10b [121] encoded 160MHz LVDS link.
This corresponds to a frame length of 6.4 µs. If more data is present in the buffer, the frame is
extended.

MuTRiG

In MuTRiG, the digital part is driven by a 625MHz reference clock, and the 8b/10b encoded
LVDS link runs at a double data rate of 1.25GHz. A frame is generated every 12.3 µs in normal
mode an every 7.2 µs in the T-mode [145]. Frames are not extended. The employed 8b/10b
encoding ensures DC balancing of the links and introduces at the same time a dedicated set of
control and alignment (comma) words [121]. Furthermore, it introduces a basic error detection
which allows essential link quality monitoring. Only three (K.28.1, K.28.5, K.28.7) out of the
twelve control words consist of a bit pattern that also never occurs across word boundaries.
Table C.2 summarizes the control words used byMuTRiG.

Each new frame starts with a 5 byte header beginning with the header commaword (K.28.0),
followed by two bytes containing a 16 bit frame number, 6 bit frame flags followed by 10 bit
frame length, corresponding to the number of events included in this frame. The frame flags
field contains the following settings and status flags:

• generate idle sends comma words between frames
• fast mode outputs only the T-timestamp and E-flag
• prbs debug option to test the serial links with a PRBS

• single prbs use only one prbs event per frame
• fifo full L2 fifo buffer is full
• 0 constant bit

Event Structure The header is followed by the number of events specified in the header.
In the normal (long) mode, one event is 6 byte long. The 27 bit short events, which omit the
E-timestamp, are appended by a zero bit to be contained precisely in 3.5 bytes. A second event
starts at the fifth bit of the fourth byte. This allows fitting two short events into 7 bytes which
keeps every second event byte-aligned. This simplifies data handling significantly because the
8b/10b encoding strongly favours data handling on the one-byte level.

215



APPENDIX C. APPENDIX C

Event Trailer The event trailer consists of three bytes. The trailer control word (K.28.4)
followed by two CRC bytes. A 16 bit CRCwith the generator polynomial0x18005 is calculated
over the whole event starting after the header control word and appended to the event. If the
same CRC is calculated over an entire received event, it has to yield themagic number0x7ff2.

C.2 DAC Settings
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Table C.3: MuTRiG specific registers in the FPGA.

name description register bit

commands

CONFIG requests mutrig configuration 0x07 0
CONFIG CLK requests clock chip configuration 0x07 1

SLOW ENABLE enables slow control access to
memory 0x07 16

CEC ENABLE enables readout of CEC 0x07 30
DUMMY switches on dummy configuration 0x07 17
DUMMY DATA ENABLE switches on dummy data 0x07 18

DUMMY DATA FAST switches on dummy data in short
mode 0x07 19

DUMMY DATA CNT number of dummy data per frame 0x07 20 - 29

status

TIMEOUT indicates I2C timeout 0x07 2
SYNC receiver sync, no errors detected 0x08 0

SIGNAL transceiver detected signal amp-
litude 0x08 0

PLL transceiver PLL locked to data
stream 0x08 3

FREQ transceiver locked on data re-
covered clock 0x08 4

FIFOFULL event buffering FIFO full 0x08 5

Channel Event Counter

CEC CEC data 0x10 to 0x23

resets

RESET SLOW resets slow control 0x01 2
RESET CHANNEL MuTRiG channel reset 0x01 3
RESET CHANNEL HOLD holds channel reset 0x01 4
RESET CHIP MuTRiG chip reset 0x01 5
RESET REC receiver reset 0x01 6
RESET CEC CEC reset 0x01 7
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Figure C.3: MIDAS based MuTRiG Configuration GUI. Standard settings for operation for the scintil-
lating fibre detector are shown.
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Table C.4: First part of MIDAS based MuTRiG configuration GUI settings.

settings panel description

DAQ settings 1 ODB values which are loaded to eponymous FPGA
registers to control debug modes.

DUMMY CONFIG 1 enables configuration shift register imitation on
FPGA

DUMMY DATA 1 enables injection of pseudo data stream into the
data path on the FPGA

DUMMY FAST 1 enables the generation of pseudo data in ’fast’
format, only used if DUMMY DATA is active

DUMMY DATA NUM 1 number of injected events per frame, only used if
DUMMY DATA is active

Global settings 1 Combination of DAQ settings andMuTRiG digital
part configuration

Num Asics 1 number of used ASICs in the DAQ

Num Channels 1 Number of channels per ASIC. 32 for MuTRiG, 64
for STiC

EXT TRG
EXT TRG OFFSET
EXT TRG ENDT
EXT TRG ENDT SIGN

1 configuration of external trigger

LVDS VCM
LVDS BIAS

1 MuTRiG fast transceiver settings

MS LIMITS 1
PRBS 1 enables PRBS generation inMuTRiG digital part
PRBS SINGLE 1 only one PRBS event per frame
RECV ALL 1 switch off E-threshold validation of events
GEN IDLE 1 enables comma word in LVDS data stream

SHORT 1 enables short event mode, only T-timestamps and
E-flags are transmitted

DIS COARSE
PLL COARSE
PLL ENVMON

2

PLL settings 2 Configuration values for ASIC’s PLL. For MuTRiG
one and for STiC two PLLs are present.

AMON
DMON1
DMON2

2 channel selection for the different monitor out-
puts

219



APPENDIX C. APPENDIX C

Table C.5: Second part of MIDAS based MuTRiG configuration GUI settings.

settings area description

Channel settings 3 ASIC configuration per channel
Channel 3.1 select displayed channel
TTHRESH 3.1 T-threshold

ETHRESH 3.1 E-threshold, used for event validation if RECVALL
is off, otherwise for E-flag

MASK 3.1 mask active channel
mask 3.1 masks all channels
unmask 3.1 unmasks all channels

copy to 3.1

copies selected settings of active channel to chan-
nels specified in the text field. thrs selects only
the threshold settings (3.1) whereas set selects in
addition all channel settings (3.2).

SIPM 3.2 controls input terminal potential (see subsec-
tion C.1.1)

INPUTBIAS 3.2 controls input stage constant current source
POLE 3.2 controls pole-zero like signal shaping
DISABLE TDCTEST 3.2 disables the external trigger of TDC

S SWITCH 3.2 enables capacity to ground on negative input ter-
minal

ENERGY C EN
ENERGY R EN

3.2 enables RC-filter in the energy branch

DELAY 3.2
delay of output of the discriminated T-threshold
comparator output before the XOR (see Fig-
ure C.1.2)

EDGE 3.2 discriminator edge selection
AMON, DMON 3.2 monitor settings

ASIC 4 select active ASIC
Set ODB 4 stores current local settings in the ODB

config ASIC 4 configures the ASIC. If a run is active the DAQ is
interrupted.

Save config 4 stores the local configuration in JSON file
Load config 4 loads configuration set from a JSON file
Reset Histograms 4 resets the online monitoring histograms

Run Threshold Scan 4
Performs a threshold scan of all channels with the
current settings. The T-threshold start, stop, step
size and time per step are configurable.
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Table C.6: TDC DAC values used for all presentedMuTRiG measurements.

DAC value scale DAC value scale

VNPFC 8 3 VNCnt 40 3
VNVCOBuffer 0 0 VND2C 31 3
VNPCP 24 3 VNHitLogic 32 3
VNCntBuffer 7 3 VNVCODelay 10 3
LATCHBIAS 1800

Table C.7: Channel DAC settings for TDC injection.

DAC value scale DAC value scale

TTHRESH 0 0 S SWITCH false
ETHRESH 255 DELAY false
MASK false POLE_EN_N false
SIPM 0 0 ENERGY_C_EN false
INPUTBIAS 0 0 ENERGY_R_EN false
POLE 0 0 SENSING_HIGH_R false
AMPCOM 0 0 EDGE false
CML 0 0 EDGE_CML false
AMON CTRL 0 DMON ENA false
COMP SPI 0 AMON_EN_N false
DISABLE TDCTEST false DMON_SW false

Table C.8: Standard channel DAC settings used for T-threshold scans and data taking.

DAC value scale DAC value scale

TTHRESH X 0 S SWITCH false
ETHRESH 0 DELAY true
MASK false POLE_EN_N false
SIPM 15 0 ENERGY_C_EN false
INPUTBIAS 4 0 ENERGY_R_EN false
POLE 63 0 SENSING_HIGH_R false
AMPCOM 0 2 EDGE true
CML 8 0 EDGE_CML false
AMON CTRL 0 DMON ENA false
COMP SPI 0 AMON_EN_N false
DISABLE TDCTEST true DMON_SW false
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Table C.9: T-threshold DAC values for different sensor bias voltages. Channel 10 is used to inject the
signal from the external trigger.

channel 57.2 V 58.2 V 59.2 V 60.2 V channel 57.2 V 58.2 V 59.2 V 60.2 V

0 20 18 17 14 16 10 10 10 10
1 21 20 19 17 17 26 27 28 29
2 11 9 3 3 18 31 30 30 30
3 18 16 15 12 19 26 24 20 18
4 19 18 17 17 20 38 37 35 32
5 21 19 17 16 21 24 22 20 18
6 25 23 21 20 22 17 14 13 10
7 18 12 10 5 23 26 25 25 24
8 5 5 5 5 24 20 18 15 10
9 17 10 10 10 25 23 22 19 17
10 0 0 0 0 26 27 26 25 22
11 17 15 10 10 27 29 28 27 26
12 18 17 15 15 28 14 12 10 9
13 28 27 26 23 29 26 24 20 15
14 22 21 20 20 30 29 25 23 20
15 21 20 19 18 31 16 10 10 10

Table C.10: Sensor bias currents at different operation voltages in the absence and the presence of a
beta source in 32 channels. Fibre type 78 in the table corresponds to Kuraray SCSF-78.

ribbon source bias voltage current
type layers [V] [µA]

78 4 - 10.0 <0.01
78 4 - 57.2 1.6
78 4 - 58.2 2.8
78 4 - 59.2 4.2
78 4 - 60.2 6.6
78 4 1 collimator 57.2 7.5
78 4 1 collimator 58.2 11.0
78 4 1 collimator 59.2 14.9
78 4 1 collimator 60.2 21.1
78 3 1 collimator 58.2 8.0
NOLL 4 - 58.2 2.8
NOLL 4 2 collimators 58.2 3.0
NOLL 4 1 collimator 58.2 11.2
NOLL 4 no collimator 58.2 40.3
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Figure C.4: STiC input terminal voltage as a function of the applied SIPM DAC value for scale 0.
Measurement performed by KIP.

223



APPENDIX C. APPENDIX C

224



D
Appendix D

D.1 Flex Print Cable Optimization

Different possible flex print designs are investigated exploiting an electromagnetic field solver
using Finite Difference Time Domain (FDTD) method [153]. In this method, Maxwell’s equa-
tions are discretized on a grid by finite differences approximations to spacial and time partial
derivatives. The electric and magnetic field components are solved alternately for all volumes
in an iterative process. The advance of time domain simulation is that a wide frequency range
is covered with a single simulation. Based on scattering parameters, which describe the be-
haviour of an electrical network as a function of the excitation frequency, the response to a
typical SiPM current signal with a rise time of 1 ns and decay time of 10 ns is extracted. Fig-
ure D.3 shows these parameters for a 60 µm feature size strip line and Figure D.4 the response
in the time domain. An input impedance of 50Ω at the MuTRiG side is assumed. The in-
active SiPM channels are model with an overall lumped capacity of 2.664 pC and an internal
resistance of 4.7 kΩ. This corresponds to the values stated in the CORSI model of the used
sensors (see 5.2). Figure D.5 shows the schematic view of the simulation setup. The far-end
cross-talk (FEXT ), at the ASIC side, is extracted in terms of current in port 3 caused by the
signal injection in port 1: FEXT = I31

Iin
.

The employed simulation model was validated concerning near-end crosstalk and imped-
ance against the results of a study comparing further six different simulation tools [154]. The
two compared designs are a strip line and a microstrip with a length of 25.4mm, equal line
width and separation of 127mm and a copper trace thickness of 18 µm. The substrate with
a thickness of 76mm for the microstrip design and 152 µm for the strip lines, has a dielectric
constant of 4. All ports have an impedance of 50Ω. The near-end cross-talk is compared by
kb = V31

Vin
where V31 is the induced voltage in port 3 by excitation of port 1. The simulated

cross-talk of 4.2 % and impedance of 48.4Ω of microstrips agrees within the quoted uncertain-
ties of (4.4± 0.5) % crosstalk and (49.1± 0.7)Ω impedance. The same is true for the stripline
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(a) cut in transverse plane (b) cut in longitudinal plane

Figure D.1: Simulated temperature equilibrium in the fibre detector cooling plates and MuTRiG
packagings. A very pessimistic power dissipation of 24W per package and a helium atmosphere of
40 ◦C is assumed. The plates are cooled by a water flow of 1m/s with a temperature of 10 ◦C at the
inlet. Radial symmetrical boundary conditions are applied.

Figure D.2: 3d-printed model of the mechanical integration of the scintillating fibre detector into
the Mu3e experiment.
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Figure D.3: The scattering parameters of a 60 µm feature size 25mm long microstrip with a 25 µm
thick substrate. The microstrip is excited at position 1 ( ), the four shown parameters describe the
response the far-end of the excited line (2), at the near-end of a neighbouring victim line (3) and at
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Figure D.4: Simulated response of an 60 µm feature size 25mm long microstrip with an 25 µm thick
substrate to a typical SiPM signal ( ). The response on the far-end of the signal line ( ), the near-
end ( ) and far-end crosstalk ( ) in a neighbouring victim line are shown.
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Figure D.5: Schematic view of the simulated transmission lines.

design, where the simulated cross-talk of 7.0 % is consistent with (6.6± 0.5) %, and the simu-
lated impedance of 43.6Ω is consistent with (43.0± 0.7)Ω.

To fit all 128 signal of one SiPM array into two signal layers, a density of ≈4 lines/mm is
required. This leads to a feature size of ≈125 µm if no ground lines are placed between two
signal lines or≈60 µm if this is the case. The bending radius of a flex cable is in general twelve
times the thickness. To achieve the required bending radius of below 2mm the hight of the
flex cable at the bending zone has to be below 170 µm. This is possible with a stack of three
8 µm to 12 µm thick copper layers and 25 µm Kapton dielectric cores or with five copper layers
with 12 µm thick dielectrics.

Microstrips, consisting of conducting strips separated by a dielectric substrate from a com-
mon ground plane, could be used in a three layer design. Strip lines, comprising conducting
stripes sandwiched between two ground planes, would require five copper layers. Table D.1
summarises the results for the different possible flex designs along with a cross-talk estimate
given by the following approximations. An estimation for crosstalk dependent on the sub-
strate thickness H and the strip width distance S is provided in Equation D.1 for strip lines
and in Equation D.2 for microstrips.

ϵstriplinecross−talk =
1

1 +
(

S
H/4

)4 (D.1)

for not too short tracks (∼ 3 cm) and signal rise times below 1 ns.

ϵmicrostrip
cross−talk =

1(
1 + S

H

)2 (D.2)
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Table D.1: Summary of simulated crosstalk behaviour of different flex print cable configurations.
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Table D.2: Proposed data format of the front-end board from the fibre sub-detector in the presence
of online clustering on the FPGA. The abbreviation ts stands for timestamp.

0 header word
1 FPGA internal ts (8 ns), bits 31 to 61
2 FPGA internal ts (8 ns), bits 0 to 30
3 FPGA internal MuTRiG ts (12.8 ns), bits 50 to , 80
4 FPGA internal MuTRiG ts (12.8 ns), bits 19 to 49
5 block counter, ribbon side (1 bit)

5 + j event data
ribbon (4 bits), column (7 bits), number of columns (6 bits),
frame ts (7 bits), MuTRiG ts (8 bits)

6 + N trailer word
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Acronyms

SM Standard Model of Particle Physics

LFV Lepton Flavour Violation

cLFV Charged Lepton Flavour Violation

BSM Beyond Standard Model

EFT Effective Field Theory

RGE Renormalization-Group Evolution

PSI Paul Scherrer Institute

TRIUMF Tri University Meson Facility

BNL Brookhaven National Laboratory

FNAL Fermi National Accelerator
Laboratory

J-PARC Japan Proton Accelerator
Research Complex

SES Single Event Sensitivity

C.L. confidence level

NLO Next-to-Leading Order

IC Internal Conversion

NOL Nanostructured Organosilicon
Luminophore

SiPM Silicon Photomultiplier

PCB Printed Circuit Board

DRS4 Domino Ring Sampler

VME Versa Module Europa

PLL Phase Locked Loop

ADC Analog to Digital Converter

MIP Minimum Ionizing Particle

DAQ Data Acquisition System

NIM Nuclear Instrumentation Module

ASIC Application-Specific Integrated
Circuit

NIEL non-ionizing energy loss

PKA Primary Knock-on Atom

FDTD Finite Difference Time Domain

PMT Photomultiplier Tube

APD Avalanche Photo Diode

PDE Photon Detection Efficiency

DCR Dark Count Rate

SPTR Single Photon Time Resolution

FWHM Full Width at Half Maximum

PET Positron Emission Tomography

TDC Time-to-Digital Converter

DAC Digital-to-Analogue Converter

ToA Time of Arrival

ToT Time over Threshold

VCO Voltage Controlled Oscillator

LFSR Linear Feedback Shift Register

DNL Differential Non-Linearity

FIFO First In, First Out

SPI Serial Peripheral Interface

CEC Channel Event Counter

LVDS Low Voltage Differential
Signalling

CRC Cyclic Redundancy Check

FPGA Field Programmable Gate Array

DMA Direct Memory Access

PCIe Peripheral Component
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Interconnect Express

MIDAS Maximum Integrated Data
Acquisition System

BER Bit Error Rate

HSMC High Speed Mezzanine Card

LDO Low-DropOut

CML Current Mode Logic

TTL Transistor-Transistor Logic

PECL Positive Emitter-Coupled Logic

LYSO Lutetium-Yttrium
Oxyorthosilicate
(Lu2(1−x)Y2xSiO5)

RMS Root Mean Square

MPV Most Probable Value

PRBS Pseudo-Random Bit Stream

RPC Remote Procedure Call

ODB Online Database

GUI Graphical User Interface

BADGE Bisphenol-A-diglycidylether

CMOS Complementary
Metal-Oxide-Semiconductor

LED Light Emitting Diode

RAM Random Access Memory

CMBL Compact Muon Beam Line

HV-MAPS High-Voltage Monolithic Active
Pixel Sensor

PWB Printed Wiring Board

MS Multiple Scattering
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