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The Mu3e Experiment

Main purpose :
search for y*—e*et*e- decay with sensitivity of 1016
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The Mu3e Experiment

The Mu3e Detector
- Tracking detector : pixel sensors
- Timing detector : scintillating fibers and scintillator tiles
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Data acquisition
F

- Triggerless DAQ H

up to 36_ // // //
- Front-end boards (T22.4) 125 GoIs
- Decode and merge data FPGA FPGA |34 FPGAs | FPGA
* Time-sorting 1 6 Ghit/s Front-end boards
link each
|
- Switching boards (This talk) e
- Space-sorted to Time-sorted poards
12 10 Ghit/s
links per Switching boards
. board
- GPU Filter farm (T42.5 T42.6) , !
o i I GPU GPU GPU
Fa§t track finding | 2 ggﬁuts . oo | 12pes| T2
- online reconstruction
- Reduce data rate by a factor ~1000  Gbit Ethemet I Clerfarm
Data Mass
Collection Storage
Server
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Data acquisition
F

L~

- Switching boards H‘

: 36
- Switch the data stream between S A A

front-end FPGAs and the filter farm  nks

FPGA FPGA |34 FPGAs | FPGA
- Merge the data of sub-detectors and
the data from different front-end 16 Gbit/s Front-end boards
link each
boards |
- Time-sorting for the data of the Swiening
whole detector 1910 Ghit/s
. . links per Switching boards
- Optical links poarc Ig
- Reliability of the links at high speed 2 nputs PU | | 6PU | 1, pee| GPU
>0 prs cach PC PC PC
Gbit Etheret l Fillertarm
Data Mass
Collection Storage
Server




Fast optical link Bit Error Rate Test

- Components for the real
detector partially available

- A test chain using the
available electronic
components in our lab

- BER < 1033 in the
specification of the optical
transceiver

- Bi-directional data stream

- Measure for roughly 11x24
hours, and see no error




Fast optical link BERT : Result

- BER < 7x101% (90% CL) at data rate 5650 Mbps with the
breakout, better than the BER given in the specification

- Better BER because of the tuned transceiver, tuning can
give signals with better quality
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Eye diagram : Not tuned and tuned
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Switching FPGA
F

- Firmware tasks H‘

up to 36

- Switch the data stream between front- 12scous A A - A
end FPGAs and the filter farm ks conl | oen lon eoanc| eren

- Merge the data of sub-detectors and
the data from different front-end L6 Ghils Front-end boards
boards |

- Time-sorting for the data of the whole Boards
detector 12 10 Gbit's __

- Distribute the slow control signals to oo Switehing boards
the f.ront-end FPGAS — el o -

- Requirement each L "
- Reliable and extremely fast! Gbit Ethenet 1 Filferfarm

- Throughput ~O(25Gbps) Collection || stamge

Server
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Switching FPGA
F

- Firmware tasks H‘

) up to 36 | | |
- Switch the data stream between front- 1.25cbivs - -
. links

end FPGAs and the filter farm . o |an epoas | Erea
- Merge the data of sub-detectors and

the data from different front-end L6 Ghils Front-end boards

boards ]
- Time-sorting for the data of the whole Boards

detector 12 10 Gbit/s

. i links per Switching boards

- Distribute the slow control signalsto  board

the front-end FPGASs ' '

_ 2 Inputs GPU I | GPU | 15 pcs| GPU
- Requirement each L "

- Reliable and extremely fast! Gbit Ethenet 1 Filferfarm

- Throughput ~O(25Gbps) Collection || stamge

Server
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Switching FPGA : Merge algorithm on
VHDL

- Synchronize the data from different front-end boards
- Buffer and check the incoming data
- The front-end data are already time-sorted

A Front-End 0 Front-End 1 Front-End 2 Front-End 3
Data N+2 Data N+2 Data N+2 Data N+2
Data N+1 Data N+1 Data N+1 Data N+1
=

ﬁ Data being buffered 4?
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Switching FPGA : Merge algorithm on
VHDL

- Start algorithm when all channels receive the frame

headers
A Front-End 0 Front-End 1 Front-End 2 Front-End 3
Data N+2 Data N+2 Data N+2 Data N+2
Data N+1 Data N+1 Data N+1 Data N+1

ﬁ Data being buffered 4?

Time
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Switching FPGA : Merge algorithm on

VHDL

- Check the “Hit Block Counter” by round-robin
- Start merging all frames with same minimal “Frame Time

Stamp”
A Front-End 0 Front-End 1 Front-End 2 Front-End 3
Data N+2 Data N+2 Data N+2 Data N+2
Data N+1 Data N+1 Data N+1 Data N+1

Time

ﬁ Data being buffered 4?

\ )
I

Example : TS1<TS2<TS3
Should be merged
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Switching FPGA : Merge algorithm on
VHDL

- Check the “Time Stamp” of the subblocks by round-robin

A Front-End 0 Front-End 1 Front-End 0 Front-End 1
Data N+2 Data N+2 _ ]
Hits of TSqyp1 Hits of TSgyp 1
Data N+1 Data N+1
% _ _ TSsub 1+N; TSsub 1+N; Subheaders
= \ J
| HEADER HEADER

Should be merged [ SereTS;1 | [ SuwTs,1 |

TSy is the time stamp for the frame

TSsup 1s the time stamp for the individual subblock
N is the number of hits in the current subblock
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Switching FPGA : Merge algorithm on
VHDL

- Check the “Time Stamp” of the subblocks by round-robin
- If multiple subblocks have same “Time Stamp” then merge

A

Front-End 0 Front-End 1 Front-End 0 Front-End 1
Data N+2 Data N+2 _ ]
Hits of TSqyp1 Hits of TSgyp 1
Data N+1 Data N+1
= \ J
| HEADER HEADER

Should be merged [ SereTS;1 | [ SuwTs,1 |

TSy is the time stamp for the frame

TSsup 1s the time stamp for the individual subblock
N is the number of hits in the current subblock
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Switching FPGA : Merge algorithm on
VHDL

- Check the “Time Stamp” of the subblocks by round-robin
- If multiple subblocks have same “Time Stamp” then merge

Hits of TSau]il
A Front-End 0 Front-End 1 Front-En

Data N+2 Data N+2 Hils of TS,y 1
Data N+1 Data N+1 Front-En

\ )
1

Time

HEADER

TS 1s the time stamp for the frame
TSgup 1s the time stamp for the individual subblock
N is the number of hits in the current subblock

Should be merged
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Switching FPGA : Merge algorithm on
VHDL

- Check the “Time Stamp” of the subblocks by round-robin
- If only one subblock has the minimal “Time Stamp” then copy

‘ TSSUb2<TSSUb3<TSSUb1
Front-End 0 Front-End 1
Hits of TS &ubl
Hits of TSgub3 Front-En
Next Subblock
TSqup 1+N;
TS sub 3+N3
Hits of TS mi3
Hits of TSgup1 Hits of TSsub2 Front-En
TSqub3+NV-
TS sub 1 +N]. TS suh2+N2 o e
Hits of TS &Lﬂiz
HEADER HEADER Front-En
2| [Swmtetspt | [ StarteTs,1 | S
E
F
TS, 1s the time stamp for the frame HEADER

TSqup is the time stamp for the individual subblock
N 1s the number of hits in the current subblock _
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Switching FPGA : Merge algorithm on
VHDL

- Repeat the above until all merging channels have the end marker

- Add CRC32 checksum and finish merging the frames with same
“Frame Time Stamp”

- Send the time-sorted package to one of the reconstruction computer

A Front-End 0 Front-End 1 Front-End 2 Front-End 3
Data N+2 Data N+2
Next Frame Next Frame
Data N+1 Data N+1

Time
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Switching FPGA : Merge algorithm on
VHDL

- Repeat the above until all merging channels have the end marker

- Add CRC32 checksum and finish merging the frames with same
“Frame Time Stamp”

- Send the time-sorted package to one of the reconstruction computer

A Front-End O Front-End 1
Next Frame Next Frame
Merged and
|- y j======== sorted
o ! I ! I subblocks
= : [ : [
= . <Data have been merge(> :
| : : ! HEADER
1 1
........ ! !
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Summary

- Firmware development is ongoing, first prototype is
available

- Bit Error Rate Tests are done for required speed, and
prove that the optical links fulfill the experiment

- The preliminary protocol and algorithm should meet the
speed requirement for the Mu3e experiment about
O(25Gbps)
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Fast optical link BERT : Firmware and

software

- Firmware written by VHDL, with PRBS generators
- 8b/10b encoded, DC balance

- Altera® Quartus 1l 14.1

- Logic simulation : Modelsim 10.1

- Alternative : Altera Receiver Toolkit
- Auto Sweep
- EyeQ (support for Stratix IV up to 6 Gbps)

- This toolkit allows BER test and transceiver tuning without external
devices




L
Switching FPGA : a preliminary protocol

IDLE

8'hBA | 24'h( Sent Frame Counter )

Hit Block Counter

- Send Idle pattern to establish Overflow bits
ConneCtion Total number of hits in this frame
8'hD5 & Time Stamp MNumber of hits in this subblock
- CRC32 checksum ensures error-free
- Easy to merge into a bigger packet in Hits Information

readout FPGA

- Same/Reduced overhead after
merging the subframes with same Hits Information
block counter

8'hD5 & Time Stamp Number of hits in this subblock

32'hBEEFBEEF

CRC32

IDLE




