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Executive summary

The MERGE model of Manne et al. (1992, 1995, 1997) is a well-established tool for analysing mitigation policies to deal with the global climate change issue. However, although technological progress should play an important role in addressing global climate changes, MERGE was considering up to now technological progress in the energy sector only in an exogenous way, with energy technologies having fixed characteristics over time. The aim of this report is to incorporate an endogenous representation of technological change in a new version of MERGE, called MERGE-ETL (where ETL stands of endogenous technological learning).

The first implementation of endogenous technological learning in MERGE, and the algorithm to solve the resulting non-linear and non-convex problem, has been done by Kypreos (2000). Its endogenous learning formulation is based on similar principles as applied by Barreto and Kypreos (2000) in ERIS. This report details further developments for MERGE-ETL that have been carried through under two simultaneous projects: SAPIENT and the NCCR-Climate.

SAPIENT (March 2000 through February 2002) is a research project of the European Commission, coordinated by the National Technical University of Athens (Greece), with the participation of the Catholic University of Leuven (Belgium), the Centre National de la Recherche Scientifique (France), the International Institute for Applied Systems Analysis (Austria), the Netherlands Energy Research Foundation, the Paul Scherrer Institute (PSI) and the University of Stuttgart (Germany). PSI has received a grant from the Swiss Federal Office for Education and Science for participating in SAPIENT.

The Swiss National Centre of Competence in Research on climate variability, predictability, and climate risks (NCCR-Climate) is a research network funded in particular by the Swiss National Science Foundation. It involves the Universities of Bern (leading house), Fribourg and Geneva, as well as Swiss Federal Institutes, in particular the Swiss Federal Institute of Technology at Zurich, MeteoSwiss and PSI.

The endogenisation of technological progress is done in MERGE-ETL through technological learning curves. More precisely, two different formulations have been used: a one-factor learning curve and a two-factor learning curve. These learning curves describe how the accumulation of knowledge in a given technology yields a reduction in its specific investment cost, following in this empirical evidences. In the one-factor learning curve, knowledge is accumulated during the technology manufacturing. This corresponds to a so-called ‘learning-by-doing’. In the two-factor learning curve, knowledge is also accumulated through research-and-development expenditures. The latter corresponds to a so-called ‘learning-by-searching’.

In MERGE-ETL, endogenous technological progress is applied to eight energy technologies: six power plants (integrated coal gasification with combined cycle, gas turbine with combined cycle, gas fuel cell, new nuclear designs, wind turbine and solar photovoltaic) and two plants producing hydrogen (from biomass and solar photovoltaic). Furthermore, compared to the original MERGE model, we have
introduced two new power plants (using coal and gas) with CO$_2$ capture and disposal into depleted oil and gas reservoirs.

The difficulty with incorporating endogenous technological progress in MERGE comes from the resulting formulation of the MERGE-ETL model. Indeed, technological learning is related to increasing returns to adoption, and the mathematical formulation of MERGE-ETL corresponds then to a (non-linear and) non-convex optimisation problem. To solve MERGE-ETL, we have devised a three-step heuristic approach, where we search for the global optimum in an iterative way. We use in particular for this a linearisation, following mixed integer programming techniques, of the bottom-up part of MERGE-ETL.

To study the impacts of modelling endogenous technological change in MERGE, we have considered several scenarios related to technological learning and carbon control. The latter corresponds to a ‘soft landing’ of world energy related CO$_2$ emissions to a level of 10 Gt C by 2050, and takes into account the recent (2001) Marrakech Agreements for CO$_2$ emission limits by 2010. Notice that our baseline scenario (without emission control and endogenous technological change) is consistent, in particular in terms of population and CO$_2$ emissions, with the IPCC B2 scenario.

Our numerical application with MERGE-ETL shows that technological learning yields an increase of primary energy use and of electricity generation. Indeed, energy production, and in particular electricity generation, become less expensive over-time. Energy (electricity, but also non-electric energy) can thus substitute partly for the other two production factors capital and labour. Our application shows also that technological learning favours new advanced systems such as gas turbines with combined cycle, advanced nuclear plants and wind turbines. It reveals finally the importance of technological progress for carbon control, as this brings low-cost reduction options and hence reduces GDP losses for CO$_2$ emission reduction.

To extend our analysis, we could consider endogenous progress, not only in the energy sector, but in the other economic sectors as well. We could also improve the connection between competitiveness of a given technology, that may be improved for instance through R&D spending, and the speed at which this technology is allowed to diffuse in the market. Both developments could be done in the new version 4 of the MERGE model, since currently MERGE-ETL relies mostly on the MERGE version 3 database.
1. Introduction

Technological progress, especially within the energy system, is widely recognised as an important factor for dealing with the global climate change issue, as it shall bring cleaner and more efficient energy technologies to help reduce anthropogenic greenhouse gas (GHG) emissions in a cost-effective way.

However, old versions of many energy system models such as POLES (Criqui et al., 1996), PRIMES (European Commission, 1995) and MARKAL (Fishbone and Abilock, 1981), that have been used to analyse policies designed to curb GHG emissions, consider that technological progress comes as ‘manna from heaven’. Indeed, they use to treat technological change in an exogenous time-trend fashion, for instance by improving exogenously over-time economic characteristics (e.g., investment costs) of energy technologies.

But recently, based on early developments done in particular by Messner (1997) and Mattsson and Wene (1997), the above-mentioned models have introduced an endogenous representation of technological change; see Kouvaritakis et al. (2000) for POLES, Capros and Mantzos (2000) for PRIMES, and Barreto and Kypreos (1999) for MARKAL. Endogenisation of technological progress may be done through a technological learning curve, in particular the so-called one-factor and two-factor learning curves.

Such learning curves describe how the specific (investment) cost of a given technology is reduced through the accumulation of knowledge. The latter may have different sources, such as the technology’s manufacturing (‘learning-by-doing’) or research-and-development expenditures (‘learning-by-searching’); see for instance Grübler (1998). A learning curve relates then for a given technology its specific cost to one or more factors describing the accumulation of knowledge. More precisely, the one-factor learning curve relates the specific cost to the cumulative installed capacity only, whereas the two-factor learning curve relates it also to the cumulative R&D expenditures. Empirical evidences of such learning curves for energy technologies are given in the literature; see for instance Christiansson (1995) or again Grübler (1998).

The MERGE model of Manne et al. (1992, 1995, 1997) is a well-established tool for assessing economic and technological options to deal with the global climate change issue. Up to now however, it was considering technological progress only in an exogenous way. The aim of this report is to incorporate an endogenous representation of technological change in MERGE. More precisely, we have introduced two different formulations: a one-factor and two-factor learning curves for a set of electric and non-electric energy technologies, to treat endogenously the dynamics of technological progress within the energy system. Section 2 reports on this feature of our new version of the MERGE model with endogenous technological learning (ETL), called MERGE-ETL.

Endogenous technological change is associated with increasing returns, and the mathematical formulation of MERGE-ETL corresponds then to a non-linear and non-convex optimisation problem. Because of this non-convexity, the commercial solver MINOS (Murtagh et al., 1995) traditionally used to solve MERGE does not guaranty
to find the global optimum of MERGE-ETL, but only a local one. In order to find a
global optimum, we have developed a three-step approach detailed in Section 3.

As an illustration, we have considered scenarios related to CO$_2$ emissions and
technological learning. Section 4 reports finally on this numerical application and
details impacts of modelling endogenous technological progress.
2. Modelling framework

MERGE is an optimisation equilibrium model that has been developed by Manne and Richels (1992, 1997). Section 2.1 recalls the main features of this model. The next two sections present changes that have been implemented into MERGE 3. Section 2.2 details the inclusion of an endogenous technological learning (ETL) capability for a selected set of electric and non-electric energy technologies. More precisely, a one-factor and two-factor learning curve formulations are successively considered. Finally, Section 2.3 describes the inclusion of a set of carbon removal and disposal technologies.

2.1 MERGE

In MERGE, the world is divided into nine geopolitical regions: Canada, Australia and New Zealand (CANZ); China; Eastern Europe and the former Soviet Union (EEFSU); India; Japan; Mexico and OPEC (MOPEC); OECD Europe (OECDE); the USA; and the rest of the world (ROW).

An ETA-MACRO model describes each of these regions. This latter model is itself a link of two sub-models, ETA and MACRO.

ETA is a ‘bottom-up’ engineering model. It describes the energy supply sector of a given region, in particular the production of non-electric energy (fossil fuels, synthetic fuels and renewables) and the generation of electricity. It captures substitutions of energy forms (e.g., switching to low-carbon fossil fuels) and energy technologies (e.g., use of renewable power plants instead of fossil ones) to comply with CO₂ reduction targets.

MACRO is a ‘top-down’ macro-economic growth model. It balances the rest of the economy of a given region using a nested constant elasticity of substitution production function. It captures macro-economic feedbacks between the energy system and the rest of the economy, for instance impacts of higher energy prices (due to CO₂ control) on economic activities.

The mathematical formulation of ETA-MACRO can be cast as a convex non-linear optimisation problem, where the economic equilibrium is determined by a single optimisation. More precisely, the model maximises a welfare function defined as the net present value of the logarithm of regional consumption. Notice that the wealth of each region includes its initial endowments in fossil fuels, nuclear resources, renewables and CO₂ emission permits.

MERGE links these regional ETA-MACRO sub-models. It aggregates the regional welfare functions into a global welfare function, using appropriate Negish weights (Negish, 1972). The regional sub-models are further linked by international trade of oil, gas, synthetic fuels, CO₂ permits and an aggregate good in monetary unit (‘numéraire’ good) that represents all other (non-energy) traded goods. A global constraint ensures then that international trade of these commodities is balanced.
A fixed set of Negishi weights defines a so-called Negishi welfare problem, whose solving corresponds to the maximising of the global welfare function. The solving of MERGE is done by updating iteratively the Negishi weights and by solving the corresponding Negishi welfare problems. The steps to update the Negishi weights are performed until a Pareto optimal equilibrium solution is found.

2.2 Endogenous technological learning in MERGE

Technological learning describes how the specific (investment) cost of a given technology is reduced through the accumulation of knowledge. Recall that the latter may come from the technology’s manufacturing (‘learning-by-doing’) or research-and-development expenditures (‘learning-by-searching’). A learning curve relates then for a given technology its specific cost to one or more factors describing the accumulation of knowledge. These factors are the cumulative installed capacity in the one-factor learning curve, as well as the cumulative R&D expenditures in the two-factor learning curve.

In the original MERGE version 3 model, technological learning is not considered. Energy technologies have instead fixed characteristics over time. In particular, a fixed production cost is assumed over time. Furthermore, some of these energy technologies are generic. There are for instance high-cost (ADV-HC) and low-cost (ADV-LC) carbon free power plants, or plants producing low-cost non-electric energy from renewables (RNEW). In MERGE-ETL, endogenous technological learning is applied to eight electric and non-electric energy technologies, which are all specific ones. Table 1 lists these learning technologies, and gives their corresponding name in the original MERGE 3 model.

<table>
<thead>
<tr>
<th>Technology name in MERGE</th>
<th>Technology name in MERGE-ETL</th>
<th>Technology identification in MERGE-ETL</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADV-HC</td>
<td>SPV</td>
<td>Solar photovoltaic</td>
</tr>
<tr>
<td>ADV-LC</td>
<td>WND</td>
<td>Wind turbine</td>
</tr>
<tr>
<td>ADV-LC</td>
<td>NNU</td>
<td>New nuclear designs</td>
</tr>
<tr>
<td>COAL-A</td>
<td>IGCC</td>
<td>Integrated coal gasification with CC</td>
</tr>
<tr>
<td>GAS-A</td>
<td>GFC</td>
<td>Gas fuel cell</td>
</tr>
<tr>
<td>GAS-N</td>
<td>GCC</td>
<td>Gas turbine CC (combined cycle)</td>
</tr>
<tr>
<td>NE-BAK</td>
<td>NE-BAK</td>
<td>H2 from solar photovoltaic</td>
</tr>
<tr>
<td>RNEW</td>
<td>RNEW</td>
<td>H2 from biomass</td>
</tr>
</tbody>
</table>

Table 1: Learning technologies in MERGE-ETL

Notice that in Table 1, the first six technologies correspond to power plants, the last two to non-electric energy technologies. The next two sections describe the inclusion of endogenous technological learning in MERGE, using a one-factor (learning-by-doing) and two-factor (learning-by-doing and by-searching) learning curve formulations.
2. Modelling framework

2.2.1 One-factor learning curve

In the one-factor learning curve, the cumulative (installed) capacity is used as a proxy for the accumulation of knowledge that affects the specific investment cost of a given technology. Let $CC_{k,t}$ be the cumulative capacity per period $t$ of a technology $k$ for which endogenous learning is assumed. For a power plant $k$, this variable is expressed in GW and computed based on the electricity production as follows:

$$CC_{k,t} = CC_{k,0} + \sum_{\text{regions},r} 10 \cdot PE_{k,r,t} \frac{t}{lifek \cdot lfk \cdot 0.00876}$$

where $CC_{k,0}$ is the cumulative capacity at the beginning of the time horizon, $PE_{k,r,t}$ the yearly generation of electricity (in TkWh) in region $r$, $lifek$ the plant’s life time (in years), $lfk$ its load factor, and 8760 are the number of hours per year. Notice that this relation is only an approximation, done within the spirit of MERGE using only energy flows. An exact computation of the cumulative capacity can be made computing as well the annual investments in new capacity without yielding significant differences in the model results; see Kypreos and Bahn (2002). A relation similar to (1) is introduced for non-electric energy production technology $k$. The corresponding cumulative capacity is then expressed in EJ per annum and computed as:

$$CC_{k,t} = CC_{k,0} + \sum_{\text{regions},r} 10 \cdot PN_{k,r,t} \frac{t}{lifek}$$

where $PN_{k,r,t}$ is the yearly production of non-electricity energy (in EJ) in region $r$.

The learning curve for the specific cost $SC_{k,t}$ (in $ per GW or EJ) of a technology $k$ is then defined as:

$$SC_{k,t} = a \cdot CC_{k,t}^{1/b}$$

where $a$ is a parameter given by the initial point $(SC_{k,0}, CC_{k,0})$ of the learning curve, and where $b$ is a learning index. The latter defines the speed of learning and is derived from the progress ratio. The progress ratio $pr$ is such that $1-pr$ is the rate at which the specific cost declines each time the cumulative capacity doubles. The relation between $b$ and $pr$ can be expressed as:

$$pr = 2^{-b}$$

The functional form of the learning curve given in (3) is not used directly in MERGE-ETL. A total cumulative cost ($TC$) curve is used instead. The latter is expressed as the integral of the specific cost curve, as follows:

$$TC_{k,t} = \int_0^t SC_{k,s} \cdot dCC = \frac{a}{1-b} \cdot CC_{k,t}^{1/b}$$
The latter expression is then used to compute the investment cost $IC$ per period $t$, as the difference of two consecutive values of $TC$:

$$IC_{k,t} = TC_{k,t} - TC_{k,t-1} = \frac{a}{1-b} \cdot (CC_{k,t}^{1-b} - CC_{k,t-1}^{1-b})$$  \hspace{1cm} (6)$$

The investment cost per period (in $) is in turn used to compute the full energy cost (in $) that includes also operation and maintenance cost as well as fuel cost; see the relation COSTNRG in the appendix, below. This relation assumes that technological learning (cost reduction) applies only to a fraction $fr$ of the energy production cost $PC$ (in $ per MWh or GJ) corresponding to the investment cost. Notice however that the remaining of the production cost (related again to operation & maintenance and fuel costs) is exogenously reduced over-time as the database assumes a gradual improvement of technological efficiencies and the load factors. Notice also that for each technology $k$ for which endogenous learning is assumed, the energy production cost can then be computed ex-post (i.e., when the model optimum has been found) as follows:

$$PC_{k,t} = a_k \cdot CC_{k,t}^{1-b} + (1 - fr_k) \cdot PC_{k,0}$$  \hspace{1cm} (7)$$

with $a_k = \frac{fr_k \cdot PC_{k,0}}{CC_{k,0}^{1-b}}$.

### 2.2.2 Two-factor learning curve

The one-factor learning curve used in the previous section does not take into account public and private research and development (R&D) expenditures. However the latter may be an important factor, especially for the development of new, cleaner and more efficient energy technologies. To consider also this factor, we use as well a two-factor learning curve, where the specific cost is reduced both as a function of the cumulative capacity and of the cumulative R&D expenditures. More precisely, the specific cost $SC_{k,t}$ of a technology $k$ is here defined as:

$$SC_{k,t} = a \cdot CC_{k,t}^{1-b} \cdot CRD_{k,t}^{-c}$$  \hspace{1cm} (8)$$

where $CRD_{k,t}$ are the cumulative R&D expenditures per period $t$, $a$ is a parameter given at the origin ($SC_{k,0}, CC_{k,0}, CRD_{k,0}$) of the learning curve, $b$ a learning-by-doing index, and $c$ a learning-by-searching index. The cumulative R&D expenditures could be endogenously estimated as in the ERIS model (Barreto, 2001). For simplicity, we shall consider only the case where they are exogenously estimated. Cumulative R&D expenditures per technology $k$ and period $t$ can then be computed as:

$$CRD_{k,t} = CRD_{k,0} + \sum_{r=1}^{t} (\Delta_t \cdot ARD_{k,r})$$  \hspace{1cm} (9)$$

where $\Delta_t$ is the number of years per period and $ARD_{k,r}$ are the exogenously specified R&D expenditures per year. As in the case of the one-factor learning curve, MERGE-
ETL uses a total cumulative cost curve. The latter is again expressed as the integral of the specific cost curve, as follows:

\[ TC_{k,t} = \int_{c}^{e} SC_{k,t}(CC, CRD) \cdot dCC = \frac{a}{1-b} \cdot CC_{1-b}^{1} \cdot CRD_{+,c}^{+} \]  

The latter expression is again used to compute the investment cost \( IC \) per period \( t \), as the difference of two consecutive values of \( TC \):

\[ IC_{k,t} = TC_{k,t} - TC_{k,t-1} = \frac{a}{1-b} \left( CC_{1-b}^{1} \cdot CRD_{+,c}^{+} - CC_{1-b}^{1-1} \cdot CRD_{+,c}^{1-1} \right) \]  

Finally, the investment cost is used as in (7) to compute the energy production cost \( PC \).

For both the one-factor and two-factor formulas, the market penetration constraints of the original MERGE model have also been updated as follows, for each technology \( k \) for which endogenous learning is assumed:

\[ EP_{k,r,t} \leq sf \cdot ED_{r,t} + exr_{k}^{10} \cdot EP_{k,r,t-1} + gdf_{k} \cdot \sum_{s} exr_{s}^{10} \cdot EP_{k,s,t-1} \]  

where \( EP_{k,r,t} \) is the yearly energy production in region \( r \) (namely the generation of electricity \( PE \) or the production of non-electricity energy \( PN \)), \( sf \) a low seed value parameter, \( ED_{r,t} \) the yearly energy demand of region \( r \), \( exr_{k} \) the annual expansion rate and \( gdf_{k} \) a global diffusion factor reflecting regional spill-over effects.

### 2.3 Carbon capture and disposal

Besides endogenous technological learning, another modification done in the original MERGE database is the modelling of \( CO_{2} \) capture and disposal into depleted oil and gas reservoirs. For this purpose, two new power plants are introduced: an integrated gasification combined cycle coal power plant — IGCC — with \( CO_{2} \) capture — using Selexol® — and carbon disposal (COAL-D); and a gas turbine combined cycle — GCC — with \( CO_{2} \) capture — using monoethanolamine, MEA — and disposal (GAS-D). These technologies have the following specifications.

<table>
<thead>
<tr>
<th></th>
<th>COAL-D (IGCC with ( CO_{2} ) capture using Selexol® &amp; disposal)</th>
<th>GAS-D (GCC with ( CO_{2} ) capture using MEA &amp; disposal)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Efficiency</strong></td>
<td>38% ((\text{instead of 48%}))</td>
<td>50% ((\text{instead of 56%}))</td>
</tr>
<tr>
<td><strong>Emissions</strong></td>
<td>170 ((\text{instead of 800}))</td>
<td>76 ((\text{instead of 406}))</td>
</tr>
<tr>
<td><strong>Production cost</strong></td>
<td>64.5 ((\text{fuel cost included}))</td>
<td>38.2 + fuel cost</td>
</tr>
</tbody>
</table>

**Table 2:** Characteristics of two power plants with \( CO_{2} \) capture and disposal
These characteristics have been adapted from Freund (1998). Notice that the production cost has been computed from the corresponding IGCC and GCC production cost, adding the cost of CO$_2$ capture (based on the efficiency loss) and the one of CO$_2$ disposal (assumed to be 10 USD/tC). It is assumed furthermore that there is a maximum storage capacity of 50 GtC in depleted oil and gas reservoirs between 2000 and 2050.

An important caveat is that both COAL-D and GAS-D are not yet subject to endogenous technological learning, although they should. Indeed the integrated gasification combined cycle part of COAL-D is subject to learning within the IGCC technology. Similarly, the gas turbine combined cycle part of GAS-D is learning within the GCC technology. One should thus envision a cluster of learning technologies. One such cluster could be for instance gas turbine combined cycle. Through endogenous technological learning in the latter technology, the corresponding production cost of GCC and GAS-D would then be reduced.
3. Solving techniques

Technological learning is associated with increasing returns to adoption. Indeed, the more experience is accumulated in a given technology, the more its specific cost is reduced and the more likely its further adoption occurs. Due to such increasing returns mechanism, the endogenisation of technological learning in MERGE yields a non-linear non-convex optimisation problem.

Because of this non-convexity, the commercial solver MINOS (Murtagh et al., 1995) traditionally used to solve MERGE does not guaranty to find the global optimum of MERGE-ETL, but only a local optimum. In order to find a global optimum, we use a heuristic iterative approach in three steps, which are described in Figure 1 below.

![Figure 1: An iterative procedure to solve MERGE-ETL](image)

The next three sections will now present these three steps (pre-solving, solving and post-solving) in detail.

3.1 Pre-solving

In this first step, the original MERGE model is solved to define equilibrium demands for electric and non-electric energy. These fixed energy demands are input into a regional ETA model with endogenous technological learning. This new model, called ETA-ETL, corresponds to the bottom-up part of MERGE-ETL.

The ETA-ETL model is again non-linear and non-convex. But following Barreto and Kypreos (1999), it may be linearised by defining a piece-wise linear approximation of the total cumulative cost curve where integer variables define the sequence of linear segments. It is then solved using mixed integer programming techniques. Let us now detail the approximation procedure of the total cumulative cost curve for a technology \( k \) for which endogenous learning is assumed.

One first needs an initial cumulative capacity \( CC_{k,0} \) and the corresponding initial cumulative cost \( TC_{k,0} \). One needs then to define the number of segments \( N \) for the segmentation of the cumulative cost curve. Notice that \( N \) controls the number of
integer variables to be used per period (and per technology). Consequently, the higher $N$ one chooses, the better the approximation one defines, but the longer the time to solve ETA-ETL one can expect. One must define also a maximum cumulative capacity $CC_{max,k}$ and compute the corresponding maximum cumulative cost $TC_{max,k}$. $CC_{max,k}$ may be estimated from the technology potential according to technical, economic and environmental criteria. But below this upper bound, a convenient value has to be chosen, given that a lower value for $CC_{max,k}$ may provide a better approximation. One can then compute the kink points for the cumulative capacity and the cumulative cost using the initial and final points of the curve and according to number of segments previously defined. In order to obtain a better representation for the first part of the curve, where rapid cost changes occur, a segmentation procedure with variable length segments (shorter ones at beginning and then increasingly longer segments) is used as follows for $i=1, \ldots, N-1$:

$$
TC_{i,k} = TC_{k,0} + \frac{2^{i-N-1} \cdot (TC_{max,k} - TC_{k,0})}{\sum_{j=0}^{N-1} 2^{j-N}} \cdot \frac{1-b}{a} \cdot TC_{i,k}^{b-1}
$$

(13)

The segmentation procedure is illustrated in Figure 2 below for a technology $k = te$.

![Figure 2: Piece-wise approximation of the cumulative cost curve](image)

The cumulative cost is thus expressed as a linear combination of segments as follows:

$$
TC_{k,t} = \sum_{i=1}^{N} (\alpha_{i,k} \cdot \delta_{i,k,t} + \beta_{i,k} \cdot \lambda_{i,k,t})
$$

(14)

The coefficient $\alpha_{i,k}$ is the $TC$-axis intercept of the linear segment $i$. It is computed as follows:

$$
\alpha_{i,k} = TC_{i-1,k} - \beta_{i,k} \cdot CC_{i-1,k}
$$

(15)

The variable $\lambda_{i,k,t}$ is continuous (real). It is such that:
3. Solving techniques

\[ CC_{k,t} = \sum_{i=1}^{N} \lambda_{k,i,t} \]  

(16)

The coefficient \( \beta_{i,k} \) represents the slope of the linear segment \( i \). It is computed as follows:

\[ \beta_{i,k} = \frac{TC_{i,k} - TC_{i-1,k}}{CC_{i,k} - CC_{i-1,k}} \]  

(17)

Notice that \( \beta_{i,k} \) corresponds also to the specific cost of each linear segment \( i \) as illustrated below.

\[ \sum_{i=1}^{N} \delta_{k,i,t} = 1 \]  

(18)

To control the active segment, some additional constraints are required, which relate a continuous variable \( \lambda_{k,i,t} \) to a corresponding binary variable \( \delta_{k,i,t} \), ensuring that \( \lambda_{k,i,t} \) remains between the two corresponding successive cumulative capacity breakpoints (\( CC_{i,k} \) and \( CC_{i+1,k} \)). These logical conditions are as follows:

\[ \lambda_{k,i,t} \geq CC_{i,k} \cdot \delta_{k,i,t}, \quad \lambda_{k,i,t} \leq CC_{i+1,k} \cdot \delta_{k,i,t} \]  

(19)

Finally, given that experience must grow or at least remain at the same level, the following additional constraints are added in order to reduce the solving time of ETA-ETL:
As explained in Section 2, the model we consider (here ETA-ETL) uses the energy production cost computed following (7) based in particular on the investment cost per period. In the one-factor formula, the latter is computed as the difference of two consecutive values of $TC$ given by (14):

$$IC_{k,j} = \sum_{i=1}^{N} (\alpha_{i,k} \cdot (\delta_{k,j} - \delta_{k,j-1}) + \beta_{i,k} \cdot (\lambda_{k,j} - \lambda_{k,j-1}))$$

(21)

In the two-factor formula, one has to take also into account the cumulative (exogenous) R&D expenditures. The above formula becomes (22):

$$IC_{k,j} = \sum_{i=1}^{N} (\alpha_{i,k} \cdot (\delta_{k,j} \cdot CRD_{k,j} - \delta_{k,j-1} \cdot CRD_{k,j-1}) + \beta_{i,k} \cdot (\lambda_{k,j} \cdot CRD_{k,j} - \lambda_{k,j-1} \cdot CRD_{k,j-1}))$$

3.2 Solving

In this second step of our solving approach, the MERGE-ETL model is solved as a non-linear and non-convex model by MINOS. Let us recall that, besides the objective function, the non-linearities come from the computation of the investment cost $IC$ following (6) in the one-factor learning case, or (11) in the two-factor learning case.

The solving of MERGE-ETL by MINOS is done using as starting points, for the energy sector, the optimum values found by ETA-ETL, and the ones found by MERGE for the rest of the economy. This usually provides a reasonable approximation for the localisation of the global optimum of MERGE-ETL, since a linear approximation of ETA-ETL is solved until (global) optimality.

An important factor for a successful solving of MERGE-ETL is the ‘quality’ of the starting point provided by ETA-ETL. This depends on the quality of the approximation procedure of the total cumulative cost curve. This in turn depends in particular on the number of segments $N$ and on the maximum cumulative capacities $CC_{max,k}$. If occasionally MINOS does not succeed in solving MERGE-ETL, one needs then to adjust $CC_{max,k}$ closer to the optimal value of $CC_{k,T}$ found in ETA-ETL for the end of the time horizon $T$, and to increase the number of segments $N$, so as to perform a better approximation of the total cumulative cost curve.

3.3 Post-solving

A third step in our solving approach may be necessary if the cumulative installed capacities $CC_{k,T}$ differ (beyond a given margin) between ETA-ETL and MERGE-ETL. In that case, in order to look for the global optimum of MERGE-ETL, one may repeat the solving of ETA-ETL and MERGE-ETL until the cumulative capacities found by the two models are equals (again, within a given margin).
3. Solving techniques

The post-solving phase, after the first solving of ETA-ETL and MERGE-ETL (M-ETL), is performed as follows:

\[
\Delta = 1 - \frac{\sum_k CC_{k,T}^{\text{ETA-ETL}}}{\sum_k CC_{k,T}^{\text{M-ETL}}}
\]

**While** \( \Delta > \varepsilon \) **do**

- Solve ETA-ETL fixing energy demands to the values found by M-ETL
- Solve M-ETL, using as starting points the values found by ETA-ETL
- Compute again \( \Delta = 1 - \frac{\sum_k CC_{k,T}^{\text{ETA-ETL}}}{\sum_k CC_{k,T}^{\text{M-ETL}}} \)

**Endo**

where \( \varepsilon \) is a tolerance parameter.

Notice that at the end of the algorithm, one may test the ‘quality’ of the solution by running the MERGE model with fixed technological progress as determined by MERGE-ETL. The former model being convex, one may thus check that the solution obtained by the latter model corresponds indeed to a global optimum.
4. Case studies

As an illustration, we have considered several scenarios related to CO₂ emission control and the introduction of endogenous technological learning. We have in particular considered implications of satisfying the Kyoto Protocol emission limits; see for instance Kypreos (2000) or Kypreos and Bahn (2001). We report here on new scenarios related to the Marrakech Agreements. These scenarios are detailed below.

4.1 Scenarios characterisation

The database for the baseline (BAU) case, where CO₂ emissions are not limited and endogenous technological change is not considered, reflects the original data of the MERGE version 3 model with some modifications related to the newly introduced technologies described in Table 1, pp. 10. We have in particular adopted more conservative values for the annual expansion rate of these technologies. The BAU case assumes a world population level of 10 billion by 2050 as in the IPCC B2 scenario. Most of the world population growth occurs in the (current) developing countries, and by 2050, the (current) industrialised countries have less that 10 percent of the world population. Between 2000 and 2050, world GDP grows 3.5 times (up to 93 trillion USD 1990), whereas primary energy supply increases 2.4 times (up to 948 EJ) and energy related carbon emissions also 2.4 times to a level (15.6 Gt C) that is within the range of the IPCC B2 scenario. Notice that most of the economic growth occurs in (current) economies in transition and developing countries, and that regional differences in primary energy intensity and in carbon intensity of GDP are decreasing overtime. Notice furthermore that after 2040, Non-Annexe I regions of the Kyoto Protocol emits more than 50% of the world CO₂ emissions. Regional GDPs are displayed in Figure 4 and regional CO₂ emissions in Figure 5, below.

![Figure 4: Regional GDPs in the BAU case](image-url)
There are then two baseline scenarios (namely, without CO$_2$ emissions limits) where endogenous technological progress is considered: a one-factor learning curve in the B1F case and a two-factor learning curve in the B2F case.

There are finally three scenarios (SFL, S1F and S2F) related to carbon control. The latter corresponds to a ‘soft landing’ of world energy related CO$_2$ emissions to a level of 10 Gt C by 2050. Emission limits (between 2010 and 2050) are displayed in Figure 6 below that recalls also the 2000 emission levels.

Notice that the 2010 emission limits for CANZ, EEFSU, Japan and OECDE correspond to their Kyoto reduction commitments, whereas the emissions of the other regions (including USA) are simply bounded by their baseline (BAU) levels. This is
done to avoid carbon leakages among the regions, since full regional trade of CO$_2$ emission permits is allowed in all carbon control scenarios. Notice also that in the SFL case, endogenous technological change is not considered, whereas it is in the other two control cases: a one-factor learning curve in the S1F case and a two-factor learning curve in the S2F case.

Let us finally recall that in the two-factor learning curve cases (B2F and S2F) R&D spending is exogenously specified; see the Appendix B.2, below.

### 4.2. Impacts of modelling ETL on energy systems

When considering endogenous technological change, the specific (investment) cost of a given technology decreases with the accumulation of knowledge that occurs through the increase of the cumulative capacity, in the one-factor learning curve, and through as well the increase of the cumulative R&D spending, in the two-factor learning curve. As an illustration, Table 3 reports on the resulting decrease of the specific cost of some power plants in the learning cases.

<table>
<thead>
<tr>
<th></th>
<th>2000</th>
<th>B1F</th>
<th>B2F</th>
<th>S1F</th>
<th>S2F</th>
</tr>
</thead>
<tbody>
<tr>
<td>IGCC</td>
<td>2020</td>
<td>1355</td>
<td>1254</td>
<td>1349</td>
<td>1252</td>
</tr>
<tr>
<td>GCC</td>
<td>713</td>
<td>513</td>
<td>503</td>
<td>514</td>
<td>505</td>
</tr>
<tr>
<td>GFC</td>
<td>5096</td>
<td>884</td>
<td>826</td>
<td>856</td>
<td>819</td>
</tr>
<tr>
<td>NNU</td>
<td>3999</td>
<td>2454</td>
<td>2366</td>
<td>2460</td>
<td>2371</td>
</tr>
<tr>
<td>WND</td>
<td>887</td>
<td>564</td>
<td>525</td>
<td>562</td>
<td>520</td>
</tr>
<tr>
<td>SPV</td>
<td>6075</td>
<td>6075</td>
<td>5022</td>
<td>1775</td>
<td>5022</td>
</tr>
</tbody>
</table>

**Table 3:** Specific costs (USD/kW) in 2000 and in 2050 by cases

Notice that SPV specific investment cost is higher in S2F than in S1F, despite knowledge accumulated through R&D spending. Indeed, SPV cumulative capacity is much higher in S1F (82 GW) than in S2F (less than 1 GW), and this triggers a stronger cost reduction. And recall that SPV cumulative installation results in both cases from SPV competitiveness relative to other learning technologies. This means in particular that in the S2F case, the other power plants profit more from R&D spending than SPV.

As illustrated in Table 3, taking into account endogenous technological progress yields a decrease of energy production costs over-time, as knowledge in the different learning technologies builds up. In other words, the production factor energy becomes less expensive over-time. It can thus substitute partly for the other two production factors capital and labour. Consequently, as illustrated in Figure 7, primary energy use is higher in the B. (resp. S.) learning cases compared to the BAU (resp. SFL) case. Comparing now the .1F and .2F cases, primary energy use is lower in B2F compared to B1F, whereas the opposite takes place in the carbon control cases. This is due to opposite variations in overall GDP; see Figure 9 pp. 26. Furthermore, the reduction of primary energy use due to carbon control (that increases energy costs) is lower when considering endogenous technological change: 15% reduction in the SFL case.
compared to BAU, 9% in S1F case compared to B1F and only 7% in S2F compared to B2F. Endogenous technological change affects also the primary energy mix. First, the share of fossil fuels decreases, especially coal in the baseline cases and oil in the carbon control cases (where coal use is already significantly reduced compared to the baseline). Second, the share of nuclear increases, especially in the baseline cases. And third, the share of renewables increases, especially biomass and wind, to reach 22% by 2050 in the S2F case. Notice finally that these trends are stronger when considering also knowledge accumulated through R&D spending (.2F cases).

![Figure 7: World primary energy use in 1990 and in 2050 by cases](image)

The overall effect of endogenous technological progress is similar on electricity generation that is higher in the B. (resp. S.) learning cases compared to the BAU (resp. SFL) case. Electricity generation is also always higher in .2F cases compared to the .1F cases. This means in particular that in the B2F case, where primary energy use is slightly lower than in B1F, electricity substitutes partly for non-electric energy following relative price changes in energy markets. Furthermore, similarly to primary energy use, the reduction of electricity generation due to carbon control is lower when considering endogenous technological change. Indeed, electricity generation costs decrease over-time for learning technologies, as are non-electric energy production costs. Electricity (and non-electric energy) can thus substitute partly for capital and labour as production factors. Notice also that endogenous technological progress favours the advanced learning power plants: integrated coal gasification with combined cycle (IGCC), gas combined cycle (GCC), new nuclear (NNU) and wind turbine (WND) in the baseline cases; GCC, NNU and WND in the carbon control cases. Notice finally that the two power plants with carbon capture and disposal (COAL-D and GAS-D) are used in the SFL case (our carbon control scenario without endogenous technological learning). However, these two power plants, which are not subject to endogenous technological progress, are not used in the S1F and S2F cases, where in particular nuclear power plants and wind turbines are used instead. This points once more to the necessity to consider COAL-D and GAS-D within clusters of learning technologies. Figure 8 reports on world electricity generation.
4.3. Economic impacts of modelling ETL

Table 4 reports first on marginal abatement costs in the carbon control scenarios. As these scenarios assume full trading possibilities of CO₂ emission permits among the nine regions, these marginal costs correspond also to the market equilibrium prices of the CO₂ emission permits. Table 4 shows the economic benefits of endogenous technological progress, as marginal abatement costs in the S2F case are always lower than in the S1F case, with the latter costs being always lower than in the SFL case.

<table>
<thead>
<tr>
<th></th>
<th>2010</th>
<th>2020</th>
<th>2030</th>
<th>2040</th>
<th>2050</th>
</tr>
</thead>
<tbody>
<tr>
<td>SFL</td>
<td>16</td>
<td>26</td>
<td>44</td>
<td>74</td>
<td>122</td>
</tr>
<tr>
<td>S1F</td>
<td>13</td>
<td>21</td>
<td>36</td>
<td>59</td>
<td>99</td>
</tr>
<tr>
<td>S2F</td>
<td>11</td>
<td>19</td>
<td>31</td>
<td>52</td>
<td>87</td>
</tr>
</tbody>
</table>

Table 4: Marginal abatement costs (USD/tC) in the carbon control cases

Figure 9 gives finally the implication of considering endogenous technological change on world GDP. It shows that technological learning yields GDP growth in the B. cases (compared to BAU) and reduces GDP losses in the S. cases (compared to SFL). The annual GDP loss due to carbon control is indeed 1% in the SFL case (compared to BAU), 0.5% in S1F (compared to B1F) and only 0.3% in S2F (compared to B2F). Indeed, through the learning mechanism, the production of energy becomes cheaper and absorbs thus less economic resources. Comparing now the .1F and .2F cases, world GDP is slightly lower in B2F compared to B1F, whereas the opposite takes place in the carbon control cases. This means that the exogenously determined R&D spending on energy technologies is not efficient in B2F, where it would be better to improve the productivity of the other two production factors (capital and labour). However, with the necessity to curb carbon emissions, R&D spending on energy
technologies becomes economically efficient in S2F. Notice finally that GDP is higher in the S.F cases than in BAU, as we have chosen a counterfactual baseline (BAU) without any technological progress to contrast it with endogenous technological progress.

Figure 9: World GDP per case in 2050
5. Conclusions

Technological progress plays a fundamental role in the evolution of energy systems. It shall in particular favour the transition towards more efficient and cleaner energy technologies. It is thus important to incorporate the dynamics of technological change in energy system models.

We have done so in the MERGE model. More precisely, we have introduced in the ETA part of MERGE a one-factor and two-factor learning curves for a set of electric and non-electric energy technologies. Such learning curves describe how the specific investment cost of a given technology is reduced as function of the knowledge (approximated by the cumulative installed capacity) accumulated during the manufacturing of such a technology in the one-factor case, as well as function of public and private R&D (cumulative) expenditures in the two-factor case.

The difficulty with incorporating endogenous technological progress in MERGE comes from the resulting formulation of the MERGE-ETL model. Indeed, as technological learning is associated with increasing returns, the mathematical formulation of MERGE-ETL corresponds then to a (non-linear and) non-convex optimisation problem. To solve MERGE-ETL, we have devised a heuristic approach, where we search for the global optimum in an iterative way.

To study the impacts of modelling endogenous technological change in MERGE, we have considered several scenarios related to CO2 emissions and technological learning. In the baseline cases, our numerical application shows that technological learning favours new advanced systems such as integrated coal gasification with combined cycle (IGCC), gas combined cycle (GCC), new nuclear plant (NNU) and wind turbine (WND). Apart of this, the new model formulation is not changing significantly the conclusions of the original MERGE model, as fossil fuels (mainly coal and natural gas) shall continue to hold a significant share of the global electricity and energy supply markets in the next fifty years, while energy related carbon emissions shall continue to grow substantially. In the soft landing cases, a significant development and market penetration of low carbon generation options is required to fulfil the CO2 reduction targets. Technological learning favours here as well new advanced systems in particular GCC, NNU and WND. And recall that the potential of technologies with carbon capture and disposal is not illustrated in the soft landing learning cases, as endogenous technological learning does not apply to these technologies. Our numerical application shows finally the importance of technological progress for carbon control, as this brings low-cost reduction options and hence reduces GDP losses when curbing emissions.

MERGE-ETL is viewing the development of cleaner and innovative energy technologies as a long-term strategy to mitigate global climate change, strategy that can significantly reduce the cost of carbon control. Model results show also that the combined effect of global trade in emission permits and global spillovers in technological learning yields promising win-win situations. However, this is not necessarily what is going to happen in reality. We need indeed innovative policy actions in order to materialise the identified strategy.
In fact, insights gained using such a model point towards early actions to stimulate technological learning of technologies like GCC, NNU, and WND. Furthermore, the new systems identified as promising technologies require an initial support either in form of R&D spending for their development or in form of demonstration projects for their implementation. Otherwise they will be locked out of the energy markets due to the strong competitiveness of systems based on fossil fuels. A portfolio of policies and measures is thus needed to support innovative technologies up to the point where they become attractive to private investors.

The significant economic benefits computed by MERGE-ETL (e.g., the reduced marginal control costs) in the case of endogenous technological learning call for further analyses, to investigate in particular the problem of proper timing for climate policy measures. To do so, one could for example increase the technological details and extend the time horizon of our analysis. Sensitivity and stochastic analyses would also be needed to investigate the contribution of technologies like fuel cells and solar photovoltaic.
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Appendix A. Sets, variables and equations

A.1 Sets

dle  electric technologies that decline
dln  non-electric technologies that decline
et  electric technologies
etl  electric technologies with learning
netl electric technologies without learning
nntl non-electric technologies without learning
nt  non-electric technologies
ntl non-electric technologies with learning
r  world regions
t  time periods
trd traded goods such as numéraire (nmr)
x  fossil fuels
xle electric technologies that expand
xln non-electric technologies that expand

A.2 Variables

\( C_{r,t} \)  consumption \( (10^{12} \text{ USD}) \)
\( CLEV_{r,t} \) carbon emission level \( (10^9 \text{ tons}) \)
\( CRLX_{r,t} \) carbon limit relaxation \( (10^9 \text{ tons}) \)
\( DC_{r,t} \) delay carbon utilisation – banking \( (10^9 \text{ tons}) \)
\( EC_{r,t} \) energy cost \( (10^{12} \text{ USD}) \)
\( E_{r,t} \) demand for electric energy \( (\text{TkWh}) \)
\( EN_{r,t} \) new vintage demand for electric energy \( (\text{TkWh}) \)
\( GASNON_{r,t} \) gas consumed to meet non-electric demands \( (\text{EJ}) \)
\( GCAP_{t,etl} \) cumulative (electric) installations relative to \( CC_{et,0} \)
\( GCAPN_{t,ntl} \) cumulative (non-electric) installations relative to \( CC_{nt,0} \)
\( I_{r,t} \) investment \( (10^{12} \text{ USD}) \)
\( IMP_{r,t,\text{trd}} \) imports of traded goods
\( K_{r,t} \) capital stock \( (10^{12} \text{ USD}) \)
\( KN_{r,t} \) new vintage capital \( (10^{12} \text{ USD}) \)
\( N_{r,t} \) demand for non-electric energy \( (\text{EJ}) \)
The following two sections describe the equations of MERGE-ETL that have been adapted from the MERGE model. For more details on the standard MERGE equations, the reader is kindly referred to Manne and Richels (1992).

A.3 MACRO equations

The Negishi welfare function $NWEL_r$, whose maximising for a fixed set of Negishi weights $nw_r$ corresponds to the Negishi welfare problem, is defined as follows:

$$NWELDF: \quad NWEL = \sum_r \left( nw_r \cdot \sum_r (udf_{r,t} \cdot \log C_{r,t}) \right)$$

where $udf_{r,t}$ is a discount factor.

Consumption is defined in the next equation, which defines possible use of the production:

$$CC_r,t: \quad Y_{r,t} = C_{r,t} + I_{r,t} + NTX_{nr,t,trad} + EC_{r,t} + rd_{r,t}$$

where $rd_{r,t}$ are the (exogenously specified) public and private expenditures on research and development for selected electric and non-electric energy technologies for which endogenous learning is assumed. When considering the one-factor learning curve, this parameter is fixed to zero.

The next equation describes the dynamics of capital accumulation:

$$NEWCAP_{r,t+1}: \quad KN_{r,t+1} = 0.5 \cdot nyper_t \cdot \left( speed_{r,t} \cdot I_{r,t} + I_{r,t+1} \right)$$

where $nyper_t$ is the number of years in period $t$ and $speed_{r,t}$ is the period adjustment speed of depreciation defined as $speed_{r,t} = (1 - depr_r)^{nyper_t}$ with $depr_r$ being the regional depreciation rate.

The total capital stock is then defined as:

$$TOTCAP_{r,t+1}: \quad K_{r,t+1} = KN_{r,t+1} + speed_{r,t} \cdot K_{r,t}$$
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The new vintage demand for electric energy is:
\[ \text{NEW}E\text{LEC}_{r,t+1} = E_{r,t+1} - \text{speed}_{r,t} \cdot E_{r,t} \]

The one for non-electric energy is:
\[ \text{NEW}\text{NON}_{r,t+1} = N_{r,t+1} - \text{speed}_{r,t} \cdot N_{r,t} \]

The new vintage production function is then defined by:
\[ \text{NEW}\text{PROD}_{r,t} = (a_{r,t} \cdot L_{r,t}^{\alpha} - b_{r,t} \cdot EN_{r,t}^{\beta} - NN_{r,t}^{\rho(1-\beta)})^{1/\rho} \]

where \( a_{r,t} \) and \( b_{r,t} \) are calibration parameters, \( L_{r,t} \) is the exogenously specified labour force available for the new vintage production, \( \alpha \) the optimal value share of capital in the value added aggregate, \( \beta \) the optimal value share of electricity in the energy aggregate and \( \rho \) is defined through \( ESUB \) (the elasticity of substitution between the value added and the energy aggregates) by \( \rho = 1 - ESUB^{-1} \).

The total production corresponds to:
\[ \text{TOTA}L\text{L}\text{PROD}_{r,t} = Y_{r,t+1} = YN_{r,t+1} + \text{speed}_{r,t} \cdot Y_{r,t} \]

Trade among regions are subject to the following trade balances:
\[ \text{TRDBAL}_{r,td} = \sum r NTX_{r,t,pd} = 0 \]

Finally, the following terminal condition is applied:
\[ TC_{r,T} = I_{r,T} \geq K_{r,T} \cdot (\text{grow}_r + \text{depr}_r) \]

where \( \text{grow}_r \) is the potential economic growth rate.

A.4 ETA equations

The first constraint is a supply-demand balance for electric energy:
\[ \text{SUPELEC}_{r,t} = \sum_{et} PE_{r,t,et} \geq E_{r,t} \]

The next constraint is a supply-demand balance for non-electric energy, where oil and gas non-electric uses, coal direct use (\( CLDU \)), synthetic fuel (\( SYNF \)), renewables (\( RNEW \)) and non-electric backstop fuels (\( NE-BACK \)) are perfect substitutes to cover non-electric demands:
\[ \text{SUPLNON}_{r,t} = \text{OILNON}_{r,t} + \text{GASN}O\text{N}_{r,t} + P\text{N}_{r,t,CLDU} + P\text{N}_{r,t,SYNF} - NTX_{r,t,SYNF} + P\text{N}_{r,t,RNEW} + P\text{N}_{r,t,NE-BACK} \geq N_{r,t} \]

There is then a supply-demand balance for coal.
\[ \text{SUPCOAL}_{r,t} = P\text{N}_{r,t,coal} \geq P\text{N}_{r,t,CLDU} + \sigma \cdot P\text{N}_{r,t,SYNF} + \sum e_{coal} h_{e,coal} \cdot PE_{r,t,e,coal} \]
where the demand for coal comes from its direct use, the production of synthetic fuel and consumption (computed through heat rate coefficients, \( hr \)) in coal power plants \((e_{\_coal})\).

The following constraint is a supply-demand balance for oil.

\[
SUPOIL_{r,t} \equiv \sum_{oilc} PN_{r,t,oilc} \geq OILNON_{r,t} + NTX_{r,t,oil} + \sum_{e_{\_oil}} hr_{e_{\_oil}} \cdot PE_{r,t,e_{\_oil}}
\]

where \(oilc\) are cost categories for oil production and \(e_{\_oil}\) the set of oil power plants.

There is similarly a supply-demand balance for natural gas.

\[
SUPGAS_{r,t} \equiv \sum_{gasc} PN_{r,t,gasc} \geq GASNON_{r,t} + NTX_{r,t,gas} + \sum_{e_{\_gas}} hr_{e_{\_gas}} \cdot PE_{r,t,e_{\_gas}}
\]

where \(gasc\) are cost categories for gas production and \(e_{\_gas}\) the set of gas power plants.

Natural gas is then limited to supply only a fraction \((gasfr)\) of non-electric energy markets.

\[
GFRAC_{r,t} \equiv GASNON_{r,t} \leq gasfr \cdot N_{r,t}.
\]

Similarly, natural gas is also limited to supply only a fraction \((gasfre)\) of the electric energy market.

\[
GFRACE_{r,t} \equiv \sum_{e_{\_gas}} PE_{r,t,e_{\_gas}} \leq gasfre \cdot \sum_{r} E_{r,t}.
\]

The next constraint prevents synthetic fuel exports to exceed domestic production.

\[
SYNTH_{r,t} \equiv NTX_{r,t,SYNF} \leq PN_{r,t,SYNF}.
\]

The next two constraints define the cumulative capacity (relative to \(CC_0\)) for technologies for which endogenous learning is assumed. The first one concerns electric technologies and follows equation (1) of Section 2.2:

\[
GROWTHE_{r,t,el} \equiv GCAP_{r,t,el} = \frac{\sum_{r,t} \text{hyper}_r \cdot PE_{r,t,el}}{\text{CC}_{0,el} \cdot \text{life}_{el} \cdot \text{lf}_{el} \cdot 0.00876} + 1.
\]

Similarly, the next constraint concerns non-electric energy technologies and follows equation (2) of Section 2.2:

\[
GROWTHN_{r,t,nel} \equiv GCAP_{r,t,nel} = \frac{\sum_{r,t} \text{hyper}_r \cdot PN_{r,t,nel}}{\text{CC}_{0,nel} \cdot \text{life}_{nel}} + 1.
\]

There are then some constraints controlling the decline and expansion of the energy technologies. The first one controls the decline rate of electric technologies.

\[
DECE_{r,t,el} \equiv PE_{r,t,el} \leq PE_{r,t,el} \cdot decf_{r,el} \cdot \text{hyper}_r
\]

where \(decf_{r}\) is a maximum decline rate.
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A similar constraint controls the decline rate of non-electric technologies.

\[ \text{DECN}_{r,t,dln}: \quad PN_{r,t+1,dln} \geq PN_{r,t,dln} \cdot \text{decf}_{r}^{\text{mper}}. \]

The following constraint limits then the expansion rate of electric technologies.

\[ \text{EXPP}_{r,t,xle}: \quad PE_{r,t+1,xle} \leq nsf_{r} \cdot E_{r,t+1} + PE_{r,t,xle} \cdot \text{exf}_{xle}^{\text{mper}} + gd_{r,t} \cdot \sum_{r} \left( PE_{r,t,xle} \cdot \text{exf}_{r,xle}^{\text{mper}} \right) \]

where nsf_{r} is a low seed value parameter, exf_{xle} an annual expansion rate and gd_{r,t} a global diffusion factor reflecting regional spill-over effects.

A similar constraint limits also the expansion rate of non-electric technologies.

\[ \text{NXPP}_{r,t,xln}: \quad PN_{r,t+1,xln} \leq nsf_{r} \cdot N_{r,t+1} + PN_{r,t,xln} \cdot nxf_{r}^{\text{mper}}. \]

where nxf_{r,xln} is also an annual expansion rate.

There are then several constraints describing the production of exhaustible resources. The first constraint determines the production of these resources as a fraction of proven reserves:

\[ \text{PRVLM}_{r,t,x}: \quad PN_{r,t,x} = pfr_{r,x} \cdot RSV_{r,t,x} \]

where pfr_{r,x} is a fixed ratio of current production to proven reserves.

Proven reserves are then defined by a distributed lag function of reserve additions less production:

\[ \text{RSVAV}_{r,t+1,x}: \quad RSV_{r,t+1,x} = RSV_{r,t,x} + 5( RA_{r,t,x} - PN_{r,t,x} ) + 5( RA_{r,t+1,x} - PN_{r,t+1,x} ) \]

Undiscovered resources are next defined as a distributed lag-function of reserve additions:

\[ \text{RSCAV}_{r,t+1,x}: \quad RSC_{r,t+1,x} = RSC_{r,t,x} - 5( RA_{r,t,x} + RA_{r,t+1,x} ) . \]

Reserve additions cannot finally exceed a fixed fraction of undiscovered resources:

\[ \text{RDFLIM}_{r,t,x}: \quad RA_{r,t,x} \leq rdf_{r,x} \cdot RSC_{r,t,x} \]

where rdf_{r,x} is a resource depletion factor.

The next constraint computes net regional carbon emission level using electric and non-electric energy production times carbon coefficients (ce), trade of fuels, non-energy use (nenc), and a carbon relaxation value (charged at high cost):

\[ \text{CARLEV}_{r,t}: \quad CLEV_{r,t} + CRLX_{r,t} = \sum_{c} PE_{r,c} \cdot ce_{r,c} + \sum_{m} PN_{r,m} \cdot ce_{r,m} - NTX_{r,m} \cdot ce_{r,m} - nenc_{r,t} . \]

Annual carbon emission limits (carlim_{r,t}) can then be imposed as follows:

\[ \text{ANC}_{r,t}: \]
where the index \( crt \) denotes tradable emission permits.

Finally, the following equation computes the energy cost, assuming a two-factor learning curve:

\[
EC_{t+1} = \sum_{crt} \left( SC_{crt} \cdot CC_{crt} \cdot CRD_{crt} \left( CAP_{t+1,crt} \cdot CRD_{t+1,crt} - CAP_{t,crt} \cdot CRD_{t,crt} \right) \right) + \\
\sum_{nl} \left( SC_{nl} \cdot CC_{nl} \cdot CRD_{nl} \left( CAP_{t+1,nl} \cdot CRD_{t+1,nl} - CAP_{t,nl} \cdot CRD_{t,nl} \right) \right) + \\
\sum_{nl} (1 - fr_{ntl}) PN_{ntl+1,nl} \cdot ecst_{ntl+1,nl} + \sum_{nl} (1 - fr_{ntl}) PN_{ntl+1,nl} \cdot ncst_{ntl+1,nl} + \\
\sum_{nl} PE_{ntl+1,nl} \cdot ecst_{ntl+1,nl} + \sum_{nl} PN_{ntl+1,nl} \cdot ncst_{ntl+1,nl}
\]

where \( b, c, CRD, fr \) and \( SC \) are notations that have been introduced in Section 2.2, \( ecst \) is a cost of generating electricity and \( ncst \) a cost of producing non-electric energy. Notice that the energy cost includes also an allowance for oil-gas price differential, taxes on electricity, non-electric energy and carbon emission, the cost of relaxing carbon limit, a lump-sum rebate of tax revenues and the transportation cost for interregional trade.
Appendix B. Database

The MERGE-ETL database is based on the one of MERGE version 3, which has been adapted for the purpose of the SAPIENT project. This appendix gives some details on modifications that have been done to the original MERGE database.

B.1 Technologies with endogenous technological learning

In MERGE-ETL, endogenous technological learning is applied to eight electric and non-electric energy technologies. The data for the six electric technologies with learning has been adapted from the POLES database (Criqui et al., 1996). Table 5 gives the correspondence between the MERGE-ETL and the POLES nomenclature.

<table>
<thead>
<tr>
<th>Technology name in MERGE-ETL</th>
<th>Technology name in POLES</th>
<th>Technology identification in POLES</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCC</td>
<td>GGC</td>
<td>Gas turbine CC (combined cycle)</td>
</tr>
<tr>
<td>GFC</td>
<td>SFC</td>
<td>Solid oxide fuel cell</td>
</tr>
<tr>
<td>IGCC</td>
<td>ICG</td>
<td>Integrated coal gasification with CC</td>
</tr>
<tr>
<td>NNU</td>
<td>NND</td>
<td>New nuclear design (evolutionary)</td>
</tr>
<tr>
<td>SPV</td>
<td>DPV</td>
<td>Decentralised photovoltaic</td>
</tr>
<tr>
<td>WND</td>
<td>WND</td>
<td>Wind turbine</td>
</tr>
</tbody>
</table>

Table 5: Learning electric technologies with POLES nomenclature

Table 6 gives then the techno-economic characteristics of these technologies.

<table>
<thead>
<tr>
<th>Technology</th>
<th>$CC_0$ (GW)</th>
<th>$lf$</th>
<th>$fr$</th>
<th>$ecst_0$ (m/kWh)</th>
<th>$fcst$ (m/kWh)</th>
<th>$hr$</th>
<th>$life$ (years)</th>
<th>$pr_{ld}$</th>
<th>$pr_{ls}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCC</td>
<td>292.52</td>
<td>0.70</td>
<td>0.42</td>
<td>18.56</td>
<td>10.70</td>
<td>6.48</td>
<td>15</td>
<td>0.89</td>
<td>0.99</td>
</tr>
<tr>
<td>GFC</td>
<td>0.01</td>
<td>0.65</td>
<td>0.72</td>
<td>104.05</td>
<td>28.82</td>
<td>5.49</td>
<td>15</td>
<td>0.81</td>
<td>0.89</td>
</tr>
<tr>
<td>IGCC</td>
<td>0.48</td>
<td>0.70</td>
<td>0.33</td>
<td>57.26</td>
<td>38.19</td>
<td>7.57</td>
<td>20</td>
<td>0.94</td>
<td>0.96</td>
</tr>
<tr>
<td>NNU</td>
<td>0.01</td>
<td>0.75</td>
<td>0.57</td>
<td>63.81</td>
<td>27.66</td>
<td>10.00</td>
<td>25</td>
<td>0.96</td>
<td>0.98</td>
</tr>
<tr>
<td>SPV</td>
<td>0.17</td>
<td>0.20</td>
<td>0.82</td>
<td>342.10</td>
<td>63.01</td>
<td>16.36</td>
<td>15</td>
<td>0.81</td>
<td>0.90</td>
</tr>
<tr>
<td>WND</td>
<td>14.80</td>
<td>0.20</td>
<td>0.51</td>
<td>57.83</td>
<td>28.28</td>
<td>10.91</td>
<td>15</td>
<td>0.88</td>
<td>0.94</td>
</tr>
</tbody>
</table>

Table 6: Characteristics of learning electric technologies

Notice that in Table 6, $CC_0$ is the cumulative installed capacity in 2000, and recall that $lf$ is the plant load factor, $fr$ the fraction of the production cost to which technological learning (cost reduction) applies, $ecst_0$ the 2000 cost of generating electricity\(^1\) (in 10\(^{-3}\)

\(^1\) Notice that for GCC and GFC, one must add to $ecst_0$ the fuel cost to obtain the full cost of generating electricity.
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USD 1990 per kWh), $fcst$ the floor cost in 2050 for generating electricity (in the same unit as $ecst$) defined by $fcst = (1 - fr) \cdot ecst_0$, $hr$ the heat rate defined by $hr = (\text{plant's efficiency})^{-1} \cdot 3.6$, $life$ the plant’s life time, $pr_{id}$ the progress ratio for learning-by-doing (used to define the learning-by-doing index b) and $pr_{ls}$ the progress ratio for learning-by-searching (used to define the learning-by-searching index c). Notice furthermore that the last two parameters do not come from the POLES database. More precisely, values for $pr_{id}$ are from Barreto and Kypreos (2000), the ones for $pr_{ls}$ have been adapted from Barreto (2001).

Endogenous technological learning applies also to two non-electric energy technologies, cf. Table 1, page 10. Table 7 gives the techno-economic characteristics for these two technologies.

<table>
<thead>
<tr>
<th></th>
<th>$CC_0$ (EJ)</th>
<th>$lf$</th>
<th>$fr$</th>
<th>$ecst_0$ (90$/GJ)$</th>
<th>$fcst$ (90$/GJ)$</th>
<th>$life$ (years)</th>
<th>$pr_{id}$</th>
<th>$pr_{ls}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>NE-BAK</td>
<td>1</td>
<td>1</td>
<td>0.80</td>
<td>13.30</td>
<td>2.66</td>
<td>25</td>
<td>0.85</td>
<td>0.92</td>
</tr>
<tr>
<td>RNEW</td>
<td>1</td>
<td>1</td>
<td>0.75</td>
<td>6.00</td>
<td>1.5</td>
<td>25</td>
<td>0.90</td>
<td>0.95</td>
</tr>
</tbody>
</table>

Table 7: Characteristics of learning non-electric energy technologies

### B.2 R&D Spending

R&D spending in the B2F and S2F cases has been chosen such that it remains a fixed fraction over time (e.g., 0.02% for the six learning power plants) of the world baseline (BAU) GDP. For electric technologies, R&D spending evolves gradually from the current situation to the same share per technology after 2030. For non-electric technologies, R&D spending per technology is the same. Table 8 gives R&D spending over time for the eight learning technologies.

<table>
<thead>
<tr>
<th></th>
<th>2000</th>
<th>2010</th>
<th>2020</th>
<th>2030</th>
<th>2040</th>
<th>2050</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCC</td>
<td>1.79</td>
<td>2.11</td>
<td>2.30</td>
<td>2.34</td>
<td>2.16</td>
<td>2.72</td>
</tr>
<tr>
<td>GFC</td>
<td>0.47</td>
<td>0.81</td>
<td>1.16</td>
<td>1.59</td>
<td>2.16</td>
<td>2.72</td>
</tr>
<tr>
<td>IGCC</td>
<td>0.37</td>
<td>0.81</td>
<td>1.16</td>
<td>1.59</td>
<td>2.16</td>
<td>2.72</td>
</tr>
<tr>
<td>NNU</td>
<td>0.89</td>
<td>0.81</td>
<td>1.16</td>
<td>1.59</td>
<td>2.16</td>
<td>2.72</td>
</tr>
<tr>
<td>SPV</td>
<td>0.68</td>
<td>0.81</td>
<td>1.16</td>
<td>1.59</td>
<td>2.16</td>
<td>2.72</td>
</tr>
<tr>
<td>WND</td>
<td>0.45</td>
<td>0.81</td>
<td>1.16</td>
<td>1.59</td>
<td>2.16</td>
<td>2.72</td>
</tr>
<tr>
<td>RNEW</td>
<td>0.12</td>
<td>0.16</td>
<td>0.20</td>
<td>0.26</td>
<td>0.33</td>
<td>0.41</td>
</tr>
<tr>
<td>NE-BAK</td>
<td>0.12</td>
<td>0.16</td>
<td>0.20</td>
<td>0.26</td>
<td>0.33</td>
<td>0.41</td>
</tr>
</tbody>
</table>

Table 8: R&D spending per technology (in billion USD 1990) in the .2F cases