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ABSTRACT

Ice is ubiquitous in the environment and plays a role in atmospheric chemical cycles,
which impacts the environment and human health. Therefore, it is important to
understand the mechanism by which ice interacts with the air. The commonly accepted
picture is the presence of a quasi-liquid layer (QLL) on the surface of the ice that
increases in thickness with increasing temperature or with increasing concentrations
of soluble species.

X-ray excited electron spectroscopy, X-ray photoelectron spectroscopy (XPS), and
partial electron yield X-ray absorption spectroscopy (PEY-XAS) are well-suited surface
science techniques to investigate the QLL at the interface between the ice and the air
of the atmosphere. While XPS enables a quantitative surface sensitive elemental and
chemical composition analysis, PEY-XAS provides insights into the structure of the
hydrogen bonding (HB) network in the ice lattice close to the surface.

In the frame of this thesis, I investigated the thickness of the QLL on ice as a function
of temperature. I developed a careful analysis of the different uncertainties related to
PEY-XAS, with a special focus on the assessment of the probing depth in PEY-XAS,
using a Monte Carlo (MC) simulation of electron scattering. The results indicate that, at
the probing kinetic energy (KE) window typically used to detect electrons in PEY-XAS,
the escape depth is about ∼3 times larger compared to that of unscattered electrons and
that gas phase scattering decreases this factor down to ∼1.5, at 5 mbar. Consideration
of electron scattering in PEY-XAS is novel and the improved analysis of the PEY-XAS
data reveals that the QLL is of the order of ∼2 nm close to the melting point.

After the QLL investigation on pure ice, I studied the adsorption of hexylamine
(HA) on ice to complement the large literature that is available about the adsorption of
acids on ice. I measured the surface coverage of HA as a function of gas-phase partial
pressure, and for two different temperatures. I found that a saturated monolayer is
present already at a partial pressure of 2 × 10−5 mbar, and that more than half of the
HA molecules are protonated. The PEY-XAS data revealed that the adsorbed HA on
ice at -20°C increases the fraction of water molecules in disordered configurations, and
give a PEY-XAS signal similar to that of pure ice at -1°C. This is expected and has been
observed in the literature with different acids such as HCl.

Finally, I studied the temperature dependence of the surface disorder in liquid water
and found that the latter increases with temperature, similar to the QLL on ice. As a
logical continuation of the MC simulation results, I established the proof-of-principle
of PEY-XAS depth profiling ability on an ice sample, by probing the HB network and
the carbon contamination as a function of depth. Last but not least, I investigated the
direct impact of gas phase pressure (in this experiment, N2) on the surface disorder of
the ice and found no impact at -120°C.
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RÉSUMÉ

Au sol ou dans l’atmosphère, la glace est omniprésente dans l’environnement et
interagit avec des espèces de gaz à l’état de traces. La glace joue un rôle dans les cycles
chimiques atmosphériques, qui ont une incidence sur l’environnement et la santé
humaine. Par conséquent, il est important de comprendre le mécanisme par lequel
la glace interagit avec l’atmosphère. L’image communément acceptée est la présence
d’une couche quasi-liquide (QLL, pour Quasi-Liquid Layer en anglais) à la surface
de la glace qui augmente en épaisseur lorsque la température augmente et/ou en
présence d’impuretés.

La spectroscopie photoélectronique par rayons X (XPS), et la spectroscopie d’absorption
des rayons X (PEY-XAS) sont deux outils expérimentaux qui permettent d’étudier
la surface de la glace et son interaction avec l’atmosphère. Avec XPS, il est possible
d’analyser quantitativement les concentrations des différents éléments présents sur
la surface de la glace, et de connaître leurs configurations chimiques. Avec PEY-XAS,
il est possible de mesurer le degré de coordination des liaisons hydrogènes dans la
maille de la glace.

Dans le cadre de cette thèse, j’ai étudié la dépendance en température de la QLL.
J’ai développé une analyse rigoureuse des différentes incertitudes liée aux techniques
expérimentales, en mettant l’accent sur la sensibilité de sondage en profondeur. Pour
ce faire, j’ai programmé une simulation du type Monte-Carlo qui reproduit les proces-
sus physiques sur lesquels sont basés les observations expérimentales. Les résultats
indiquent que le choix de l’énergie cinétique mesurée avec PEY-XAS peut augmenter
la profondeur de sondage par un facteur ∼3 et que la perte d’énergie cinétique par
diffusion dans la phase gas ramène ce facteur à ∼1.5, pour une pression de 5 mbar.
L’analyse améliorée des données révèle que la QLL est plutôt mince par rapport à ce
qui a été déterminé dans la littérature scientifique.

Après l’analyse de la QLL, j’ai étudié l’adsorption de l’hexylamine sur la glace.
J’ai mesuré la concentration de surface en fonction de la concentration en phase gas
et ce, pour deux températures différentes. J’ai trouvé qu’une monocouche saturée
était présente déjà à une concentration de 2 × 10−5 mbar, et que plus de la moitié
des molécules d’hexylamine étaient protonées. Les données PEY-XAS ont révélé que
l’adsorption de l’hexylamine augmente la part des molécules d’eau en configuration
désordonnée.

Enfin, j’ai étudié la dépendance en température du désordre à l’interface entre l’eau
liquide et l’air. J’ai trouvé que, de manière similaire à la QLL sur la glace, le désordre
du réseau de liaison hydrogène dans l’eau liquide augmente avec la température. En
rapport avec les incertitudes liées aux techniques expérimentales, j’ai caractérisé le flux
de lumière utilisé en spectroscopie de rayon X. J’ai trouvé que ce dernier se composait
d’une part importante de second ordre, ce qui pouvait influencer les résultats non
seulement pour PEY-XAS, mais aussi pour les profils en profondeur mesurés avec XPS.
Comme suite logique des résultats de la simulation Monte-Carlo j’ai établi une preuve
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de concept concernant le potentiel de PEY-XAS à mesurer différentes profondeurs.
Dernier point, mais non le moindre, j’ai mesuré l’impact direct de la pression au sens
thermodynamique sur le désordre à la surface de la glace.
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NOTATION

Frequently used symbols

Eph photon energy

BE binding energy
KEe kinetic energy
⟨Tloss⟩ average kinetic energy loss

Physical constants

kB= 1.38 × 10−23 J K−1 Boltzmann constant
T0=273.15 K temperature of the ice at the triple point

Abbreviations

IMFP Inelastic Mean Free Path
≡ mean distance between 2 inelastic scattering events

MPD Mean Probing Depth
HB Hydrogen-bond
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1
INTRODUCTION

If you can’t explain it simply, you don’t understand it well
enough.

— Albert Einstein

1.1 Water

Water (H2O) is the simplest molecule consisting of the most abundant element in
the universe (hydrogen) and the most abundant element on Earth (oxygen). With
an O H bond length just below 1 Å [1–3] and a molar mass of 18 g mol−1, very few
molecules are smaller or lighter. From a human perspective, water is tasteless, colorless,
transparent, and ubiquitous on Earth i.e. nothing extraordinary. However, despite its
simple appearance, water is a fascinating material that adopts complex structures in
the condensed phase and exhibits unusual properties.

The anomalous properties of water are well described in the review by Brini et al. [4].
Among them, we can cite the high melting and boiling point, which allow water to be
ubiquitous on Earth in the three phases. Water has a high surface tension due to the
cohesive property of water molecules. Water can be sticky and slippery at the same
time, and this ’stick/slip’ feeling is how we can identify water by touching [5]. Water
is a polar molecule and its liquid form can dissolve polar and ionic solutes. However,
water differs from most other solvents when it is in contact with nonpolar molecules.
This difference has been named ’the hydrophobic effect’ [4].

Another notable anomalous property of water is that not only it expands upon
freezing, but its density increases from room temperature down to ∼+4 °C and then,
decreases from about +4 °C down to supercooled temperatures, as if tiny ice crystals
start to nucleate in the thermodynamic liquid. Molecular dynamics (MD) studies have
shown that while the mean distance of each oxygen atom to its four nearest oxygen
atoms decreases with temperature as expected, it is the mean distance of each oxygen
atom to its fifth nearest oxygen atom that increases unexpectedly upon cooling below
+25 °C [6]. This property of water is very favorable for aquatic life to survive during
the winter: as lakes’ and rivers’ temperatures cool down, the temperature gradient
reverses at about +4 °C allowing the ice to grow on the surface while the bottom layer
of the water body stays above 0 °C, as illustrated in Figure 1.1.
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Figure 1.1: Lakes and rivers freeze from the top and provide insulation from the cold air. Ice
floats because it is less dense than the liquid. So, even in wintry frozen lakes, fish
can survive at the bottom of frozen lakes and rivers, where water is liquid. Taken
from [4].

The phase diagram of water is complex, with many crystalline forms as shown on
Figure 1.2.

Figure 1.2: Phase diagram of water. Taken from [7].

On a phase line, the slope of the line dP
dT , can be expressed according to the Clau-

sius–Clapeyron relation:
dP
dT

=
L

T∆V
=

∆S
∆V

(1.1)

where L is the latent heat (enthalpy change) for the phase change, ∆V is the change
in volume, and ∆S is the change in entropy. We note that because the volume change
from ice Ih to liquid water ∆V is negative, the slope of the solidus line must also be
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negative, which is not the case for melting from other solid phases such as ice VI, VII
or X.

Many of the unusual properties of water are attributed to the ability of water
molecules to form hydrogen bonds. The hydrogen bond is an attractive force between
one of the hydrogen nucleus from one water molecule and one of the oxygen’s lone
pairs from a neighboring molecule. The hydrogen bond is weaker than the covalent
bond linking the hydrogens to their respective oxygens in the water molecules, but it
is sufficiently strong to overcome thermal fluctuations in the stability domain of the
liquid phase (see green area in Figure 1.2), and impose a bulk-wide order when the
temperature is sufficiently low (blue area in Figure 1.2).

Thanks to the strength of hydrogen bonds, water has very high melting and boiling
points (without hydrogen bonds, water would boil at around -100°C 1) and ice is ubiq-
uitous in the environment [8, 9], mainly in its hexagonal crystal form Ih (see Figure 1.2).
Where the temperature is below 0°C, that is, at high enough altitudes or latitudes, ice is
found in various forms such as sea ice, ice caps, glaciers, snow, and clouds. Ice crystal
growth is another fascinating topic, but since it is not really the subject of this thesis, I
only mention here a very interesting review from K. G. Libbrecht [10], his apparatus for
growing designer snow crystals [11], and his snow crystals website [12]. The physics of
ice has been a field of intense scientific controversies. The friction coefficient of pure ice
with any other solid material is surprisingly low [13], especially considering the fact
that ice does not need to be lubricated to be slippery. But is it really not lubricated? In
the 1850s, Faraday was the first to propose an answer to this question and to suggest
the existence of an interfacial disorder. This thin film of (partially) disordered matter
at the surface of the ice has also been named Quasi Liquid Layer (QLL), Liquid-Like
Layer (LLL), disordered interface (DI), or premelting. Since then, the explanation of the
QLL causing the slipperiness of ice has been controversially discussed. In particular,
pressure melting [14] has been put forward to explain the slipperiness without provok-
ing premelting; an idea that was later rejected, and today, it is clear that both friction
heating and premelting lead to the slipperiness of ice [15]. This example shows that the
differentiation between melting -a liquid bulk phase-, and premelting –an interfacial
phenomenon-, is not trivial and has led to controversial discussions from the beginning.

Starting in the late 1970s, the QLL has been intensively investigated using a number
of experimental techniques [15]. While there is a general agreement in the literature
that the QLL emerges with increasing temperatures, there is a debate about the precise
thickness and on-set temperature [16]. Currently, evaluations of the thickness of the
QLL at -10°C scatter by two orders of magnitude as shown on Figure 1.3). Several
arguments discussed in the literature suggest that the presence of impurities and
experimental artefacts contribute to the scatter in the results of Figure 1.3: In atomic
force microscopy (AFM) for example, surface tension may lead to the attraction of
water molecules to the AFM tip, which is a likely explanation why this technique
probes a rather large QLL in contact mode (g,i). Optimizing the use of AFM, and

1 as expected by extrapolation of the boiling points of other Group 6A hydrides (H2Po, H2Te, H2Se, H2S)
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Figure 1.3: Comparison of different methods to derive the thickness of the QLL, or Disor-
dered Interface (DI), as a function of the temperature difference to the melting
point (∆T = Tm − T). Taken from Bartels-Rausch et al. [16].

operating in velocity indentation mode, AFM gives a much smaller value (h). Recent
AFM work, with careful consideration of the different artefacts, suggests a rather
small value of the QLL thickness i.e. <1nm at -2°C [17]. Furthermore, the temperature
calibration at the sample spot of the ice sample is delicate and impurities might be
present in trace amounts, resulting in a thickening of the QLL. Finally, none of these
methods probes the thickness directly, and depth calibration might thus be a further
source of uncertainty. Figure 1.4 shows how the QLL develops with temperature, as
seen from MD simulation [18].

Figure 1.4: MD simulation of the surface of ice, showing the thickening of the QLL with
increasing temperature. Adapted from [18]
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Despite its small size, the QLL has large-scale consequences. For example, when an
ice crystal collides with a warmer rimed particle2, a net positive charge is transferred
from the rimed particle (warmer ice surface) to the (colder) ice crystal due to the
thermoelectric effect3 which leads to cloud electrification [19]. If the QLL behaves as a
liquid, its role here could be to enhance the charge transfer, by sticking to the colder
surface during the collision.

2 frozen supercooled water coating a particle
3 protons (H+) are more mobile than (OH–)
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1.2 Trace gases in the atmosphere

In the mid 1980s, the ozone depletion observations have raised interest in understand-
ing the interaction between trace gases such as HCl and ice. Using thermal analysis and
FTIR spectroscopy to characterize the ice substrate, and mass spectrometry to measure
the concentration of HCl and H2O vapors in the gas phase, Abbatt et al. [20] have
found that a liquid layer forms on the surface of the ice in the presence of HCl, even
below the eutectic temperature (186 K). At HCl partial pressure that are commonly
found in the stratosphere, HCl adsorbs on ice which increases its chemical reactivity.
In particular, chlorine activation by heterogeneous reaction with ClONO2 on the ice,
reaction 1.2, occurs efficiently and releases ozone-depleting reactive chlorine species.

HCl + ClONO2
het. HNO3 + Cl2 (1.2)

Reaction 1.2 happens on type II Polar stratospheric clouds (PSCs), consisting of ice
particles (typically below −80 °C), and contributes to the formation of the ozone hole
that is often observed in Antarctica. Ice can also act as a sink for the HCl reservoir,
protecting the ozone from the chlorine catalytic cycle [21].

Figure 1.5: Nitrogen chemistry in a nutshell. The NOx cycle indicated in red, determines the
ozone concentration in the upper troposphere. Nighttime oxidation of NOx by
O3 leads to the formation of N2O5 which can then form HNO3 via hydrolysis
on ice. Adsorbed HNO3 or its dissociated nitrate ion can photolyze back to NO2
or to HONO. HNO3 is an acid so it remains strongly partitioned to the ice, and
will eventually be washed away by precipitation of the ice. When the HNO3 gas
phase concentration decreases, it ’pulls’ on the oxidation pathways and decreases
NO2 and O3.

It is well known that the presence of impurities lowers the melting point of water.
However, what does this imply for the QLL at the molecular level? Experimental
6



ellipsometry work shows that trace amounts of HCl are sufficient to induce a QLL on
the ice surface, even at stratospheric temperatures (186-243K) [22]. The environmental
implication for cirrus clouds in the troposphere is that the ice surfaces turn into a
platform for halogen activation reactions and ozone depletion.
In addition, impurities have been suggested to increase the QLL thickness [22–27].
In particular strong acids have been found to have a strong impact on the QLL [24]
whereas a weak acid needs to be more concentrated to show the same thickening [28].
In the preceding work to this project, [24], the fate of HCl on the surface of ice was
investigated. The photoelectron spectroscopy data surprisingly shows that physisorbed
and solvated HCl coexist at the surface of warm ice (-20°C), quite in contrast to expec-
tations based on earlier work [29]. Using XPS, chloride was found up to 8 nm deep in
the interfacial region, whereas the PEY-XAS data suggested a smaller thickness of the
QLL (1-2 nm). Understanding this observation better is one goal of this project. While
the adsorption of most volatile trace gases shows a negative temperature trend, the
group of J. Crowley [30] recently discovered that HCl uptake on ice at [190-220K] was
temperature independent. This is counter-intuitive at first sight. The author proposed
that the apparent temperature trend was a combination of that of adsorption and
dissociation.

We can differentiate ice-trace gas interactions in three categories:

1. Partitioning of gases to the ice. A prominant example is the partitioning of HNO3
to the ice. The resulting loss in gas phase HNO3 influences the equilibrium
between NO and NO2 which in turn decreases the ozone concentration as illus-
trated in Figure 1.5. Neu and Prather have observed a 30% decrease in ozone
concentration in the presence of ice [31].

2. Chemical reaction of gases, for example reaction 1.2 discussed above.

3. Chemical reaction in the ice. For example, the photolysis of organics in snow
from the cryosphere, resulting in the emission of aldehydes, thus influencing the
oxidation capacity of the lowermost troposphere [32].
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1.3 Amines

As we have seen in the previous section, the adsorption of acidic trace species on ice has
been thoroughly investigated with respect to acid dissociation and the enhancement of
the QLL [33–36]. However, only a few studies report on the interaction of ice with bases
such as amines. Wernet, Nordlund et al. [37, 38] have reported that ammonia saturates
the dangling OH on the surface of the ice, at 90K, and increases the coordination
number of the HB network by ’pulling’ on these otherwise free OH groups. To extend
the knowledge of the interaction of bases with the ice surface, we have decided to
study the adsorption of hexylamine on ice under atmospheric conditions.

Amines are emitted from natural and anthropogenic sources such as the ocean,
wildfires, livestock farming or rocket fuel burning [39]. In the continental boundary
layer, ambient concentrations of aliphatic amines have been reported to be <0.025-0.35
ppb, in comparison to 25 ppb for ammonia [40]. While ammonia is the principal
atmospheric base [41], the total amine mass has been measured to represent 14-23%
that of ammonia [42] in the plume downwind of a cattle farm in California. Similarly
to ammonia, aliphatic gaseous amines may neutralize atmospheric acids and transition
from the gas to the particle phase by forming alkyl-ammonium salts. In the gas phase,
amines undergo rapid oxidation reactions (mostly with OH radical, lifetime on the
order of hours), contributing to secondary organic aerosol formation. Together with
ammonia, amines substantially contribute to the formation of particulate matter. Their
gas phase degradation products, mostly via photolysis or further OH attack [39, 43]
include HCN, which is poisonous, and the long-lived N2O, which is a greenhouse gas
and an ozone-depleting substance (ODS) [39]. Amines are rather inert in the condensed
phase [39], even though the conjugated ammonium ions are involved in aqueous
phase secondary chemistry leading to the formation of nitrogen-containing organic
products [44, 45].

The main application of amines in the industry is for CO2 capture. Figure Figure 1.6
illustrate how the amine functional group of ethanolamine reacts with CO2 from the
exhaust of a power plant and allows capturing it i.e. from the gas phase to a condensed
phase. A carbon capture and storage (CCS) unit, such as the one in Kårstø, Norway,

Figure 1.6: Illustration of the carbon capture process. Taken from [46]

emits about 1-4 ppm of amines, 2-10 ppm of NOx and 1-5 ppm of NH3 for a total of
4-20 ppm of nitrogen-containing molecules. To collect 1 million tonnes CO2, the unit
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filters 40 million tonnes of exhaust gas (hence decreasing CO2 concentration by 2.5%),
and for every 25’000 tonnes of CO2 captured, 1 tonne of amine is emitted [47]. Nitrogen
emissions may acidify surface water and lead to the eutrophication of terrestrial
ecosystems [48].

Figure 1.7

Hexylamine (HA) is a medium tail-size aliphatic amine,
with 6 carbon and 1 nitrogen as shown in Figure 1.7.
While the nitrogen headgroup is hydrophilic, the aliphatic
tail is hydrophobic, thus such molecule has the tendency
to be located at the interface between water (liquid or
solid) and the air and it is a good candidate for a surface
science experiment. HA is not particularly abundant in the atmosphere, but it is a
good representative of the amine family, which is very diverse. The vapor pressure
p0 and the Henry’s law constant KH both at 298.15 K (taken from the Supporting info
in [49]) are shown in Table 1.1 together with other properties.

Table 1.1: Selected physical properties for hexylamine.

p0 (298.15 K) 11.5 mbar

KH (298.15 K) 37.5 M atm-1

Molar mass 101.193 g mol−1

Density 0.77 g cm−3

Melting point 23.4 °C

Boiling point 131.5 °C

Solubility in water (20 °C) 12 g/L (20 °C)
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1.4 Electron spectroscopy

In order to study the QLL and the adsorption of trace gases, we need a surface science
approach. Different techniques are available to study the ice surface and its interaction
with trace gases. Neutron scattering interacts with the hydrogen nuclei on the surface
and provides information about the structural properties of the water coordination
as well as the radial distribution function [50]. On ice, it is sensitive to the first layer
of hydrogen atoms. Sum frequency generation (SFG) is a nonlinear optical process
in which two input photons generate a new photon whose energy is the sum of the
two input photon energies. SFG provides information at the interface between two
isotropic media and therefore it is only sensitive to the interfacial molecules. The QLL
has been studied using this method [51]. A technique complementary to SFG and
neutron scattering is electron spectroscopy (introduced in more detail below). The
technique uses an electron analyzer to measure electrons emitted by the sample when
excited by a high-energy beam such as X-ray radiation. The very short inelastic mean
free path (IMFP) of electrons in matter, of the order of a nanometer, confer the surface
sensitivity to the technique, however, the probing depth in this technique is still more
bulk-oriented compared to neutron scattering and SFG, but in turn, also covers of
expected thicknesses of the QLL.

1.4.1 XPS

X-ray Photoelectron Spectroscopy (XPS) is a surface-sensitive technique based on the
photoelectric effect: when an electron absorbs a X-ray photon and gains enough energy
to escape the surface. Because electrons interact strongly with matter, they have a very
short IMFP, typically 1 nm for electrons with kinetic energy (KEe ) of 100 eV traveling in
water. The IMFP is mostly sensitive to the density of the material in which it travels and
relatively independent of its nature. The IMFP increases with increasing KEe such that
at KEe =500 eV, the IMFP is closer to 2 nm. XPS provides us with chemically selective
surface composition information. This includes elemental composition, relative surface
concentrations and an estimate of their density profile with depth [36, 52, 53], but
also probing the electronic configuration of an element such as the oxidation state of
carbon in adventitious carbon. Likewise, XPS can probe the degree of protonation of
acids or bases, specifically also for amines via resolving R NH2 and R NH +

3 from a
deconvolution of the N 1s peak as shown on Figure 1.8 [54]. XPS spectra are obtained
from measuring the kinetic energy, KEe , of photoelectrons emitted via the photoelectric
effect upon X-ray irradiation. The spectrum in Figure 1.9a, shows an example of XPS
data obtained at a photon energy Eph =1000 eV. From the positions of the two features
present on this spectrum, we are able to calculate the apparent binding energy of the
probed element:

BE = Eph − KEe (1.3)

in the present case, we find BE=539.2 and 537.4 eV that we can identify to be the
apparent binding energy of the O 1s in gas phase water and condensed phase water,
respectively. The binding energy difference between the gas phase and the condensed
phase arises from the fact that the (isolated) gas phase molecule gains a positive charge
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when the photoelectron leaves the molecule, increasing its binding energy while in
the condensed phase, the positive charge induced by the core hole is screened by
the neighboring molecules [55]. In addition, the broader distribution of electronic
configurations within the neighboring water molecules leads to a distribution of
slightly different binding energies, increasing the width of the photoemission peak of
the condensed phase [55].

Figure 1.8: Liquid jet N 1s spectra of the surface of a butylamine solution at pH=pKa,
acquired at photon energies (a) 440 eV and (b) 1400 eV. The measurement at 440
eV (a) is more sensitive that the one at 1400 eV (b) because electrons at 35 eV have
a lower IMFP than electrons at 995 eV. Taken from [54].

Figure 1.9: a): O 1s X-ray photoelectron spectrum of ice at -2.5°C measured at Eph =1000
eV, fitted with 2 Gaussians (position and width are detailed in the textbox). The
feature on the low kinetic energy side is attributed to the gas phase water and
the feature on the high kinetic energy side is ice. b): O K edge Auger emission
spectrum of ice at -40°C, taken at 536 eV excitation energy.

1.4.2 XAS and PEY-XAS

X-ray absorption spectroscopy (XAS) takes advantage of the resonant transitions
between the core electron level, O 1s in this case, and the lowermost unoccupied
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orbitals, and allow to probe their density of states (DOS). The core hole is then filled
with electrons from valence orbitals and the energy released from this decay is emitted
either as a fluorescence photon or as a so-called Auger-Meitner electron emitted from
one of the valence orbitals as shown on Figure 1.10. Figure 1.9b shows the Auger
spectra of ice at -40°C measured with Eph =536 eV. This spectrum is composed of
primary Auger emission peaks (broad features at 500 eV and 475 eV) within a large
background. In electron yield (EY-XAS) or partial electron yield (PEY-XAS) mode
(meaning, the emitted electrons are measured and not the fluorescence/transmitted
photons), the measurement is very surface sensitive due to the short inelastic mean
free path (IMFP, mean distance between 2 inelastic scattering events) of about 2 nm for
electrons with a kinetic energy of about 500 eV traveling in liquid water [56].

In ice and liquid water, the short intermolecular distances and hydrogen bonds
distort the molecular orbitals, or since we are talking about condensed phases, band
structure (figure 13 in [57] and text below). Therefore, XAS is sensitive to the hydrogen-
bonding (HB) configuration, and through calibration with pure liquid water (distorted
HB network) and clean cold ice (tetrahedral HB network) references, we can measure
the distortion in the HB network on the ice surface at different temperature and with
different surface coverages of a trace species.

Since the pioneering work by Bluhm, many improvements have been made in
measuring and interpreting the XAS spectrum of ice [57–60]. However, the effective
probing depth in PEY-XAS is a key uncertainty due to the scattering of Auger electrons.
Indeed, in PEY-XAS, only part of the Auger electrons are detected, based on their
kinetic energy. The detection range, which we also called the kinetic energy window
(KE window), is often situated on the tail of the Auger spectra (example of O KLL
Auger spectra in Figure 1.9b), therefore measuring mostly secondary electrons (primary
Auger-Meitner electrons that have scattered inelastically). As we will see later, the
uncertainty related to electron scattering in PEY-XAS is more important than the
uncertainty directly linked to the uncertainty in the IMFP.

Figure 1.10: Illustration of an Auger emission following the promotion of an electron to the
LUMO. Adapted from [56].
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1.4.3 ISS beamline

The solid-gas interface chamber [61] at the in situ spectroscopy beamline (Swiss
Light Source, Paul Scherrer Institute) is capable to operate in near-ambient pressure,
allowing the study of samples in environmental conditions when traditional electron
spectroscopy chambers have to operate in UHV. It is possible, for example, to measure
ice in equilibrium with its vapor pressure, in the whole temperature range of its stability
domain. The analyzer’s detector operates in ultra-high vacuum (UHV) therefore, an
aperture and a differential pumping set-up are required to connect the electron analyzer
to the near ambient pressure chamber (few mbar).

Figure 1.11 shows a sketch of the sample holder inserted in the experimental chamber
(top view). This sample holder has improved geometry compared to [61] that allows
the coldest spot to be well centered and localized right in front of the cone aperture.
The cooling efficiency is also increased and the sample can easily be cooled to less
than -100 °C. We grow the ice samples by vapor deposition on this gold-coated plate
cooled by a stream of N2 gas. From the gas flux induced by the differential pumping,
a low-pressure sphere with gradually increasing pressure, reaching around 99% at
two times the aperture diameter, is created around the cone [58]. The property of
ice to dynamically respond to pressure change is an advantage for us because it
guarantees that the relative humidity at the sample spot is in equilibrium during the
measurements. We have successfully maintained ice stable for 10-12 hours, as seen
with the XPS intensity trend of the surface of the ice: ice that is not in thermodynamic
equilibrium with the partial pressure of water either evaporates or grows. Both would
lead to changes in the distance between the ice surface and the analyzer’s electron inlet.
Because this working distance has a strong impact on the signal intensity, the area of
the O 1s photoemission signal is a good indicator of the fluctuation at the surface.
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Figure 1.11: Top view of the sample holder inserted in the experimental chamber (blue circle).
The cone of the electron analyzer is shown on the left, the X-ray beam is shown
as a pink line, and the sample plate is shown in yellow in front of the cone.
The cold finger is shown in red and touches the sample plate. We can see the
tubings of the cold N2 gas in the main body of the cryo-holder. We see in white
the complex soldering structure sealing the cryo-holder. The sample is directly
placed on a gold-covered Pt1000 sensor (resistance thermometer, shown in bright
yellow) which is built into the sample plate. The cone aperture is 0.5 mm.

1.5 Thesis outline

This thesis tackles the mechanisms involved in the interactions between ice and trace
gases. The focus is placed on the QLL and a careful assessment of the method (XPS and
PEY-XAS) to ensure a sound interpretation of the results. The goal of the thesis is to
understand how the properties of the QLL affect the adsorption and dissociation of a
base such as hexylamine. This would provide insight into the proton availability at the
surface of the ice and tackles the topic of acid/base chemistry on solids. The adsorption
process to predict the partitioning of trace gases to ice in the atmosphere has been
extensively investigated with different acids [16] however, we lack experimental data
about bases, and this thesis aims at filling this gap.

1.5.1 Chapter 1: Introduction

This first chapter introduces ice and its special importance in the environment, provide
context regarding the research background of the ice-trace gas interaction and provides
an overview of the experimental techniques that I have used to study ice.
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1.5.2 Chapter 2: Second order light

This chapter provides a characterization of the synchrotron beamline used in the
present thesis and evaluates the impact of second-order light on the XPS and XAS
measurements. The second-order light contributes to the systematic overestimation
of the photon flux via photodiode measurement and therefore, it contributes to the
uncertainty not only in PEY-XAS, but also in XPS and especially in XPS depth profiles.

1.5.3 Chapter 3: The premelting of ice revisited with X-ray absorption spectroscopy

The first project of this thesis was to study the premelting of pure ice using PEY-
XAS and get a database of ice measurements. The goal is to develop a detailed
understanding of the probing depth of PEY-XAS, and to assess the role of electron
scattering. Uncertainties related to the experiment are investigated and corrected,
whenever possible. we take advantage of the recent advances in the PEY-XAS technique,
in order to revisit the on-set temperature and thickness of the QLL. This first project
will be published as: Gabathuler, J. P., Yang, H., Manoharan, Y., Boucly, A., Alpert,
P. A., Artiglia, L., Bartels-Rausch, T. & Ammann, M. “The premelting of ice revisited
with X-ray absorption spectroscopy” (in preparation)

1.5.4 Chapter 4: Adsorption of Hexylamine on ice, as seen by near ambient pressure XPS

Looking into the adsorption of an amine allows us to broaden our understanding of
the response of the ice surface to bases and to contribute to the question of interfacial
acidity. Choosing the surface active hexylamine (HA), a medium tail-size aliphatic
amine as an example, thus allows us to investigate the effect of the presence of the
amine just at the interface, without significant burial into the top ice layers, as it could
possibly be the case with ammonia. In addition, hexylamine doesn’t contain oxygen,
which is very convenient because HA will not interfere with the oxygen PEY-XAS
or XPS measurement, as it could be the case for other trace species of interest such
as HNO3. This second project will be published as: Gabathuler, J. P., Manoharan, Y.,
Artiglia, L. & Ammann, M. “Adsorption of Hexylamine on ice, as seen by near ambient
pressure XPS” (in preparation)

1.5.5 Chapter 5: Additional experiments

This chapter is dedicated to several additional works that I have done during my
Ph.D. and are relevant to the thesis. This includes a study of the surface disorder as
a function of temperature in liquid water, a proof of principle of the PEY-XAS depth
profile which is an application of the Monte Carlo simulation presented in the QLL
paper, and finally, a study of the direct impact of total pressure on the QLL. None of
these studies are complete enough to constitute a publication however, they present
great results and open new insights for future experiments.
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2
SECOND ORDER LIGHT

2.1 Higher-order light

2.1.1 Background

The original idea of this project was to study the transmission function of the electron
analyzer which is one of the factors affecting the measurement of the count rate of
electrons as a function of the kinetic energy. The transmission function is the efficiency
at which the electron analyzer measures emitted electrons. This efficiency is far from
100%, because most emitted electrons are scattered and absorbed in the sample, and
among those that escape the sample, only those that are within the acceptance angle
of the electron analyzer will be measured. In addition, it is possible that electrons at
different kinetic energies yield a different count rate when all other parameters are
unchanged. This may be particularly detrimental when performing depth profiles,
which are conducted by using electrons with different energies over a large range, i.e.
from 300 to 1500 eV to probe a smaller or larger depth, respectively, into the surface of
a material. Furthermore, depth profiles rely on the normalization of electron intensity
signals to the bulk substrate, such as water and ice, to extract information on surfactant
or ionic compounds. Binding energies of oxygen from water will be different from, e.g.
carbon atoms coating or sitting on the surface. Changing the electron kinetic energy (by
altering photon energy) will change photoelectron energy and normalization factors at
2 different probing depths can be different.

Indeed, the shape of a depth profile, usually shown as peak intensity as a function
of kinetic energy, could be affected by this difference in electron transfer efficiency
causing inconsistency between different data sets. Therefore, the transmission function
could be a limiting factor when reproducing depth profiles.

In this work, the transmission function of the analyzer was determined using the
ratio of the 4d and 4f orbitals in a gold sample, for kinetic energies ranging from 282 to
950 eV, at pass energy 20 and 50 eV, and slits (0.9/0.9). The binding energies of Au 4d,
and Au 4f are 335, and 84 eV, respectively. Hence, to measure the range of KE previously
mentioned, we use a photon energy ranging from 617 to 1285 eV for the Au 4d and
from 366 to 1034 eV for the Au 4f. With increasing kinetic energy, the electrons have a
higher IMFP, and the probing depth is larger. This procedure is standard when deriving
a depth profile. The key to this measurement is the gold sample having a constant
ratio of 4d and 4f with depth. After normalizing for photon flux and cross-section, the
ratio should be 1, independent of the kinetic energy. Figure 2.1 shows the ratio as a
function of electron kinetic energy deviated from a value of 1.0. In blue, the ratio was
measured with pass energy (PE) 50 eV, and normalized to the photon flux (ϕph) and to
the cross-section (CS). The data in red shows the same analysis but with pass energy
of 20 eV. In yellow, the same data as for the blue curve has beed normalized to the
total cross section (CS-TOT). The general formula of the total cross section for linearly
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polarized light for the measurement geometry that we have at the ISS beamline is
described by equation Equation 2.1:

σT(hν) = σ(hν) · 1 + β(hν)

4π
(2.1)

where σT is the total cross-section, σ is the cross-section that we used in the blue
and red curves, and β is the asymmetry parameter. These 3 ways of normalizing are
performed to disentangle any impact of the pass energy or the total cross-section in the
gold depth profile. Both cross-section and asymmetry parameter data were retrieved
from the Trieste synchrotron website [1] based on an earlier publication [2].

The transmission function inferred from Figure 2.1 shows that the ratio is approx-

Figure 2.1: Evolution of the 4f/4d ratio of a gold sample as a function of kinetic energy.

imately 1 at high kinetic energy. Below about 700 eV, the ratio declines rapidly until
about 400 eV, where it is less than 0.5. This means that there can be a significant
underestimation of the electron intensity, which must be accounted for. Note that the
red curve with (PE=20 eV) diverges at the high kinetic energy side because the pass
energy of 20 eV yields fewer counts than the pass energy 50 eV and the photon flux at
the corresponding photon energy for the 4d (hν=1285 eV) is low. Apart from that, the
pass energy doesn’t seem to play a role and there is only a small contribution from the
asymmetry parameter (difference between blue and yellow curves).

In this section, we will evaluate the significance of these results in more detail and
shine light on what truly happened in this gold depth profile.

In electron spectroscopy, the X-ray beam irradiates the sample which emits photo-
electron via the photoelectric effect. The electron analyzer then measures the kinetic
energy of electrons and the obtained spectra consist of peaks corresponding to the
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different species on the surface of the sample. After background subtraction, the area
under a peak intensity, A, arises from different factors and can be written as:

A ∝ ϕph · nd · IMFP · σT · TA (2.2)

where ϕph is the photon flux, nd is the atomic number density, IMFP is the inelastic
mean free path of the photoelectron, σT is the total cross-section of 1 atom, and TA is
the transmission function of the electron analyzer. In addition, we note that scattering
of primary electrons can significantly decrease the area intensity, for example through
a gas phase or in an adventitious carbon covering layer. However, these can’t play a
role in the gold depth profile case (Figure 2.1) because the 4f and 4d orbitals are in
exactly the same environmental conditions, therefore any effect will cancel out in the
ratio.

While the photon flux and the total cross-section have been accounted for, the IMFP
cancels out in the ratio since both measurements are performed at the same KE, and
since the atomic number density is independent of the kinetic energy, it seems that
only the transmission function can explain the unexpected gold depth profile seen in
Figure 2.1. But how exactly did we account for the photon flux? How is the photon
flux measured?

2.1.2 Photon flux

In order to calculate accurate depth profiles, normalization of the peak intensities to the
photon flux must be performed. This is highly dependent on the accurate measurement
of the photon flux itself. At the ISS beamline [3], the photon flux is measured with the
AXUV100G photodiode from the OPTO DIODE company [4]. One diode is mounted
along the beamline, i.e. before the experimental chamber, and another one is mounted
on a sample holder. Therefore, the photon flux can be measured at the sample position,
after the beam has passed through the silicon nitride (SiNx ) window that isolates the
experimental chamber from the upstream high vacuum beamline. This diode converts
X-ray photon flux into a measurable electrical current (typically, in the range 1-10 µA)
following the relation:

ϕph =
I0 · QEdiode

Eph · e
(2.3)

where Eph is the photon energy in electronvolt, I0 is the photo-current measured in
amperes, QEdiode = 3.6 is the quantum efficiency of the diode in watts per amperes
and e = 1.602 · 10−19C is the elementary charge. In Figure 2.2, two photo-current
measurements are shown: in red the photo-current measured in the beamline, and in
blue, the photo-current measured in the chamber. The photo-current data has been
transformed to photon flux units using Equation 2.3

The global shape resembles the transfer function of a band-pass filter: we first have a
rising edge from 400 to 700 eV then a ’s-shaped’ plateau from 700 to 1100 eV and finally
a cut-off energy at 1100 eV. Note that around 400 eV, the blue line has a small sharp
drop in flux that is not present in the red line. This is due to the N K-edge absorption
of the SiNx window.
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Figure 2.2: Photon flux measurements at the ISS beamline. The red and blue line corresponds
to the photo-current measured in the beamline and in the chamber, respectively.

By taking the ratio of these two-photon flux measurements, we get the transmittance
of the X-ray beam from the beamline to the chamber. This transmittance is shown as
a purple line on Figure 2.3 plotted together with the transmittance calculated for a
100 nm thick Si3N4 layer [5], corresponding to the SiNx window and shown in yellow.
In many cases, the SiNx window can have carbon and oxygen deposited on it from
use over time. In that case, the calculated transmittance is shown as the green line and
again calculated from [5].

When looking at the shape of the measured transmittance, we see that the N K-edge
matches well with the expected transmittance (yellow curve) both in amplitude and
absolute value. However, the global shape of the measured transmission between
500-1500 eV is quite flat when compared with the calculated transmission, and we
don’t see the steep slope before and after the N K-edge. As the photon energy increases,
the transmittance value is lower than expected. One contributing factor to this is beam
divergence, however, this should impact all photon energies equally and not affect the
slope of the SiNx window transmittance. Correcting for such beam divergence would
increase the transmittance curve by an offset of ≃ 0.25. however, the transmittance
value at low photon energy (400 to 800 eV) would then be higher than expected. When
organic deposition on the window is considered, the oxygen edge at about 535 eV for
the calculated transmission is much larger than the measurement. This means that the
window is relatively clean in terms of oxygen contamination.

The results suggest that contamination and beam divergence are not key factors
in affecting the measured transmission seen in Figure 2.3 and thus photon flux that
impinges on the sample. This means that something that depends on the photon
energy must have contributed to flattening the slope, by increasing the transmittance
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Figure 2.3: Transmittance of the SiNx window as a function of the photon energy. The ratio
of the photodiode measurement before/after the window is shown in purple.
The expected transmittance of a 100 nm thick SiNx window is shown in yellow.
In green, the expected transmittance for a dirty SiNx window, which would be
covered with organics for a total thickness of 300 nm.

of the SiNx window where the nitrogen should absorb and yield a steeper slope as
seen in the calculated transmittance. The most meaningful hypothesis to explain such
a behavior is higher-order light, discussed in the section below.

2.1.3 Higher-order light

The term “higher-order light” designates photons whose energies are an integer mul-
tiple of the fundamental energy, set by the monochromator. The diffracted light at
the desired energy is known as the 1st order light. Typically, 2nd order and 3rd order
light have a weak intensity and can be neglected, however, this is energy-dependent
and is not always the case. The In-Situ Spectroscopy (ISS) beamline uses a 600/mm
spherical grating monochromator to select the photon energy needed for experiments.
These gratings also transmit a fraction of the undesired higher-order light. A High
Order Suppressor (HOS) can be used to remove higher order light, but due to ge-
ometrical reasons, it is not feasible to mount such a HOS at the ISS beamline. The
fraction of higher-order light can be significant, especially when low-energy X-rays
are used. For example at PolLux, at the beamline adjacent to ISS and using the same
bending magnet, the fraction of higher-order light reaches 50% at 400 eV, as shown on
Figure 2.4. In this figure, we see in blue the 1st order light, that is intended for experi-
ments, and in red and green the 2nd and 3rd orders, respectively. The fraction of higher
orders with respect to the total flux is shown n black (value to be read on the right axis).
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Figure 2.4: Predicted photon flux for 1st , 2nd and 3rd diffraction orders and higher-order
content of the pollux beamline. Figure taken from [6]

To take into account the higher orders, Equation 2.3 can be rewritten as:

I0 = (ϕ1
ph · Eph + ϕ2

ph · 2Eph + ϕ3
ph · 3Eph) ·

e
QEdiode

(2.4)

where ϕn
ph · nEph is the product of the photon flux and the photon energy i.e. the

power of the nth order. From Equation 2.4, we understand that 2nd and 3rd order light
gives 2 and 3 times more current per photon than the 1st order, respectively. Hence,
even a small fraction of higher order light may cause a significant error in the photon
flux measurement, which is a key calibration step for some experiments in surface
characterization for environmental science and catalysis. Since PolLux and ISS are
twin beamlines, meaning that they both use the same bending magnet in the electron
ring, it is likely that the fraction of higher-order light at ISS is similarly proportional to
the first-order light. Since the photon flux is typically assessed by a photodiode that
measures the total beam intensity, the measurement is systematically overestimating
the 1st order flux, and more importantly, this overestimation varies with photon energy.
It is suggested here that the higher-order light has flattened the transmittance slope
in Figure 2.3, and as we will see later, it is responsible for the discrepancy in the
Au 4f/Au 4d ratio from a value of 1.0 (Figure 2.1). Accurate photon flux calculations
should properly assess the higher-order light in the X-ray beam to more reliably derive
the 1st order flux from the measured photodiode current.

2.1.4 Methods

To disentangle the contribution of higher order light from the 1st order light in the
diode measurement, we use X-ray photoelectron spectroscopy (XPS) to assess the
photon flux. The photoemission spectrum is composed of peaks located at a kinetic
energy KE = hν − BE , where BE is the binding energy of the orbital of interest. For
each orbital, there will be as many peaks as there are orders of light in the beam, and
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the area of the peaks is proportional to the photon flux of the respective order. I used a
gold sample and measured the Au 4f orbital in 3 kinetic energy regions, centered at:

KE1 = Eph − BE

KE2 = 2Eph − BE

KE3 = 3Eph − BE

(2.5)

where BE = 84 eV is the binding energy of the main peak of Au 4f. An example of the
measurement at Eph = 500 eV is shown on Figure 2.5. Note the different x-axis range,
y-axis intensity range, and lower signal-to-noise ratio in Figure 2.5c.
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Figure 2.5: Au 4f photon-emission showing the three photon energies contained in the beam
when the monochromator is set at 500 eV. Background subtracted.

To avoid as much as possible any surface contamination, that could interact with
the beam and impair the precision of the higher order composition in the photon flux,
I started by plasma-cleaning the gold foil 5 times. Then I inserted the gold sample
into the chamber using a sample holder that can be heated with an infrared laser. I
dosed 0.6 mbar of hydrogen, and heated the sample to 300 °C and then to 450 °C for
about three minutes. After I stopped dosing the hydrogen, I started to dose 0.22 mbar
of oxygen and kept this pressure throughout the experiment. I set the laser power to
50% and the temperature sensor was indicating a sample temperature of ∼ 320 °C. The
combined effect of temperature and oxygen significantly reduced the carbon deposition
as a consequence of beam-induced gas phase reactions.

After this cleaning procedure, I acquired Au 4f first, second, and third order pho-
toemission varying the photon energy between 375 and 1000 eV, in order to map the
contribution of higher-order light to the total photo-current measured with the diode.
A linear background is subtracted from the photoemission spectra and the peak area
is extracted. The photoemission areas are normalized to the total cross-section at the
corresponding photon energy and to the IMFP of electrons at the corresponding KE.

2.1.5 Results and discussion

The normalized areas are shown on Figure 2.6. Note the logarithmic scale. The y-axis is
labeled as photon flux with arbitrary units, since the normalized areas are proportional
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to the photon flux through Equation 2.2. We see that the 2nd order light contribution is
relevant below 750 eV, while the 3rd order only contributes below 500 eV. This figure
is similar to Figure 2.4, only that here the higher orders are a bit more pronounced.
The 100 nm SiNx window strongly absorbs in the region from 400 to 700 eV (see
Figure 2.3) and we can see the nitrogen edge at 400 eV on the 1st order photon flux.
The transmittance of the SiNx then increases from 400 to 1000 eV and is almost fully
transparent above 1000 eV. Consequently, 1st order light in the region from 400 to 700 eV
is more absorbed than the 2nd order (whose photon energy is from 800 to 1400 eV)
and the window acts as an amplifier on the HO light fraction at such low excitation
energies.

Figure 2.6: Photon flux of the 1st , 2nd and 3rd order retrieved from Au 4f photoemission
peaks. Note the logarithmic scale

Figure 2.7 shows the relative contribution of higher order light to the total photon
flux. There is a steep increase in the 2nd and 3rd order fraction as the 1st order is being
absorbed at the nitrogen edge. A similar effect is visible at the oxygen edge (535 eV),
probably due to some oxygen contamination.

Figure 2.7: Fraction of 2nd order light and 3rd order with respect to the total flux. The 1st

order corresponds to the white area in the graph.

Now that we know the relative amount of higher order light in the beam, we can
calculate the 1st order only photon flux based on the photodiode measurement. We
must still measure the photo-current with the photodiode because the photon flux
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changes slightly from beamtime to beamtime. But now that we know the relative
amount of higher order light in the beam, and assuming that the proportions are
constant with time we can calculate the overestimation that the photodiode produced,
using Equation 2.4:

overestimation =
ϕ1

ph + 2 · ϕ2
ph + 3 · ϕ3

ph

ϕ1
ph

(2.6)

At low photon energy in the range from 400 to 700 eV, the 2nd and 3rd order are
quite intense and this overestimation can be substantially larger than 1, leading to an
erroneous depth profile. As previously described, depth profiles are measured as a
ratio, A

B , where the photoemission intensities of elements A and B are normalized by
their respective photon flux. Since these two species have different binding energies,
we need to use different photon energies to measure them at the same kinetic energy
(we want to measure the ratio at the same probing depth). To correct this ratio, we
need to multiply it by the ratio of the respective overestimation. The correction factor
(CF) is:

CF =
ϕ1

ph(hνa) + 2 · ϕ2
ph(hνa) + 3 · ϕ3

ph(hνa) · ϕ1
ph(hνb)

ϕ1
ph(hνa) · ϕ1

ph(hνb) + 2 · ϕ2
ph(hνb) + 3 · ϕ3

ph(hνb)
(2.7)

where (hνa) and (hνb) are the photon energies used for element A and B, respectively.
Equation 2.7 is represented on Figure 2.8 for different binding energy differences
(DeltaBE).

Figure 2.8: Correction factor to be applied to a depth profile ratio to correct for higher order
light errors.

The correction is applied to the gold depth profile from Figure 2.1. The binding
energy difference between Au 4f and Au 4d is ∆BE = -250 eV and we have hva =
KE + 84 eV. Therefore, we need to multiply the 4f/4d ratio by the yellow line in
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Figure 2.8 labeled ∆BE=-250. Figure 2.9 shows the gold depth profile before and
after the correction is applied. We see that the low ratio in the KE range from 300 to
600 eV is nicely compensated by the 2-2.5 that the correction factor suggests at the
corresponding photon energy range (384 to 684 eV).

Figure 2.9: Gold depth profile corrected for the higher order light contribution.

2.1.6 Conclusion

The measured transmittance curve in figure Figure 2.3 is flat compared to the calculated
transmittance and that is due to higher order light. Using the the relative 1st , 2nd and
3rd orders intensity measured on a gold sample, a correction factor has been derived
and successfully corrected the 4f/4d gold depth profile (Figure 2.9). The transmission
function of the analyzer doesn’t seem to play a significant role in the detection of
electrons, at least not within the kinetic energy range considered here and at the level
of precision of these experiments.
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3
THE PREMELTING OF ICE REVISITED WITH X-RAY ABSORPTION
SPECTROSCOPY

This chapter is adopted from the manuscript in preparation, which will be published
as: Gabathuler, J. P., Yang, H., Manoharan, Y., Boucly, A., Alpert, P. A., Artiglia, L.,
Bartels-Rausch, T. & Ammann, M. “The premelting of ice revisited with X-ray absorp-
tion spectroscopy” (in preparation)

3.1 The premelting of ice revisited with X-ray absorption spectroscopy

Ice is ubiquitous in the environment and plays an important role in atmospheric
chemistry. On a molecular level, the ice surface has been investigated intensively
notably due to the premelting effect close to the melting point. Using partial electron
yield X-ray absorption spectroscopy (PEY-XAS), we have investigated the structure
of the hydrogen-bonding (HB) network in the first few molecular layers of the
ice surface. In the context of our experimental methods and results, we provide a
detailed data analysis to better elucidate the absolute thickness of the quasi-liquid
layer (QLL) on ice and its corresponding uncertainties. We have also developed
a new Monte Carlo simulation of electron scattering in matter to determine the
probing depth in PEY-XAS and reduce the associated uncertainty. The main result of
this analysis of the scattering effects is that the probing depth in PEY-XAS increases
as the measuring KE window is set further away from the primary Auger emission
energy, and decreases when the gas phase pressure above the sample rises. Overall,
the more reliable analysis shows a QLL thickness of 0.5 nm at -10°C and of 2 nm at
-1°C.

3.1.1 Introduction

Ice covers on average 10% of the Earth’s surface throughout the year as ice caps,
sea ice, glaciers, permafrost, and snow cover [1], and a seasonal maximum of 40%
of the land being covered by ice or snow [2]. In the atmosphere, the glaciation of
clouds is important for precipitation, and cirrus clouds covering substantial areas
of the troposphere trap long-wave radiation. Thus, ice is important in the climate
system of the Earth [3–5]. Cirrus clouds host ice particles in significant numbers to
influence atmospheric chemical composition through gas phase adsorption or aerosol
scavenging [6–8]. For example, global transport models show that the presence of ice in
the upper troposphere decreases the lifetime of HNO3 from 2 weeks to 1-5 days, which
subsequently decreases the ozone concentrations by 20-30% [9]. In the environment,
ice is a surface for multiphase chemistry [2]. For example, gas-to-particle reactions that
occur on ice in polar stratospheric clouds are responsible for the activation of chlorine
species and catalytic destruction of ozone in the polar winter [10–13].
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Historically, phenomenological evidence has led to the idea of an interfacial disorder,
as an explanation for the regelation experiment [14, 15]. This interfacial phenomenon is
often called premelting or “quasi-liquid layer” (QLL) as the assumption is to describe
it as a homogenous layer, whose thickness D(T) expands towards bulk melting as
the temperature T approaches the triple point temperature T0 from below. The onset
temperature Tonset, as well as the precise functional form of D(T), is still under debate.
If the presence of an interfacial liquid layer between the solid and the gas phase
reduces the surface energy, then the ice will spontaneously melt, even in a region of
the phase diagram that does not allow the liquid to exist, until the energy spent on
melting equals the energy gained from reducing the surface energy [16, 17]. Indeed,
the presence of an interfacial layer whose thickness increases with temperature has
been verified with many experiments [18–33].

Although the QLL is thought to be very thin, it has a large range of impacts,
such as the capability to facilitate the formation of snowballs, the slipperiness of
ice, halogen activation sustaining ozone depletion and even cloud electrification [16,
34, 35]. Atmospheric ice has been studied for a long time, and the mechanism of
adsorption and the chemistry of trace species on the ice surface have been intensively
investigated [6, 8, 36–39]. There is evidence that disordered water molecules on the ice
surface can influence the adsorption of atmospheric trace gases [32, 40–45].

Despite progress in characterizing the QLL [6, 16, 34, 46], there remains significant
uncertainty on the onset temperature and thickness of the QLL [32, 42, 47, 48], which
confounds predicting its behavior under various temperatures. The QLL increases in
thickness with increasing temperature but it has also been suggested to increase with
the coverage of adsorbates. A wealth of publications have studied the QLL using a
variety of techniques including proton backscattering, nuclear magnetic resonance,
and many others detailed in Sazaki et al. [49]. However, there is as much as two
orders of magnitude difference in the reported QLL thickness from employing various
experimental techniques [6]. Discrepancies are related to the uncertainty in the probing
depth of the methods and artefacts may occur through interactions of the probe with
ice [20, 23, 31, 44, 50–52].

One of these techniques is X-ray absorption spectroscopy (XAS), which allows
probing the energy levels of the lowest unoccupied molecular orbitals (LUMOs) by
exiting core electrons with x-rays into these orbitals. The core vacancy resulting from
the absorption must be filled with an electron from the valence band. The energy
difference is released either by a photon (fluorescence) or transferred to another electron
called an Auger electron which is then ejected from the atom/molecule. In the case of
gas phase water, the O K-edge XAS spectrum has 2 sharp features at 534 and 536 eV
corresponding to the transition from O 1s (K shell) to the 4 a1 and 2 b2 orbitals followed
by even sharper Rydberg orbital features which are mostly composed of 3p and 4p
orbitals (Figure 10 in [53]). In ice and liquid water, the short intermolecular distances
and H-bonds distort the molecular orbitals, (figure 13 in [53] and text below). Instead
of the sharp features of the gas phase XAS, we see a pre-edge at 535 eV, and a broad
main and post-edge in the region 536-545 eV (figure 29 in [53]). Figure 1C in [54] or
Figure 18 in [55] shows the XAS spectrum of water in the solid, liquid, and gas phase
states, for comparison.
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Since LUMOs are involved in forming hydrogen bonds, we observe changes in
energy and intensity of the resonant transitions in the XAS spectrum of water as the
hydrogen-bonding (HB) network modifies. Liquid water has been described to have
a more pronounced pre-edge and main to post-edge ratio compared to ice [53, 56].
Although the pre-edge is associated with unsaturated OH (not involved in an H-bond,
also termed dangling OH) [57, 58] present in bulk liquid and on the surface of the ice,
John Tse precises that the pre-edge can vary in width and amplitude depending on the
distribution of the electronic transitions, and that the crystalline ice typically leads to
weaker but broader pre-edge [59]. Hence, the pre-edge feature is not a concise indicator
of the magnitude of the local disorder within the hydrogen-bonded network [59]. The
main edge is associated with weak asymmetric configurations (liquid-like) while the
post-edge relates to the strong symmetric, tetrahedral structure (ice-like) of hexagonal
ice [54]. The XAS spectra of water (independent of phase) feature an isosbestic point at
around 539 eV [60], meaning [61] that the density of states (DOS) distributes between
the main-edge and the post-edge depending on the H-bond network configuration.

In partial electron yield x-ray absorption spectroscopy (PEY-XAS), we obtain the
XAS spectra by measuring the intensity of Auger electron emission as a function of
photon energy. Because electrons have an inelastic mean free path (IMFP) of about 2
nm, PEY-XAS probes the top few molecular layers of ice, giving information on the
coordination in the hydrogen-bonding network within the surface region of ice [53].
In 2002, Bluhm et al. studied for the first time the premelting of ice as a function of
temperature, using PEY-XAS. They measured an onset temperature of around 253K
(-20°C) and a thickness of about 2 nm near the melting point [56]. This same technique
has been routinely used in recent work [42, 45, 47, 62–64] to measure how adsorbed
species can perturb the structure of the surface of the ice.

Until now, the escape depth of electrons in PEY-XAS has been assumed to be
ED=cos(α)·IMFP, where α is the angle between the normal of the surface of the sample
and the electron detection axis, and IMFP refers to the inelastic mean free path of
electrons at the kinetic energy at which they were collected for the acquisition of the
XAS spectra. The IMFP is a strong function of kinetic energy and increases from about
1 nm at 100 eV to around 4 nm at 1000 eV. In addition, IMFP values have a relatively
high uncertainty of about 30% [65]. In PEY-XAS, the electrons are measured within
an acceptance kinetic energy range that we refer to as the kinetic energy window (KE
window), which is often at significantly lower KE than the primary Auger electrons.
The primary O KLL Auger electrons used for the acquisition of O K-edge XAS have
KE of 450-500 eV, and typical KE windows are around 400 eV (412 to 437 eV in [56]).
Therefore, some of the measured Auger electrons may have scattered, losing part
of their kinetic energy (on average, 60 eV per scattering event) and therefore stem
from substantially deeper (factor up to 2-3) within the ice surface [66, 67]. Therefore,
ignoring electron scattering results in a considerable underestimation of the probing
depth. In the previous studies based on PEY-XAS of ice surfaces, the probe depth was
not well defined, which calls for a better assessment to improve the estimates of QLL
thickness. In addition, because electron scattering also occurs in the gas phase, there is
a need to assess the role of the gas phase pressure in terms of the probing depth [47,
65, 68]. Gas phase water molecules between the ice surface and the detector can also
scatter electrons, decreasing their energy through inelastic collisions prior to being

35



detected. Therefore, while the effect of scattering in the condensed phase leads to an
increased probe depth, in the case of scattering in the gas phase, a measured reduced
electron energy may not always translate to their origin being at a greater depth below
the ice, as will be shown in this work.

We present new data on the temperature dependence of the hydrogen-bonding
network at the air-ice interface using PEY-XAS. We use this data to derive the QLL
thickness as a function of the temperature following a procedure that allows carefully
estimating uncertainties. This procedure includes a careful estimation of the photon flux
at the sample spot considering second-order light artefacts and gas phase absorption,
the analysis using pre-edge and main-to-post-edge ratio to derive the disorder, and
the implementation of a newly developed Monte Carlo simulation that mimics the
mechanics of electron transport in our experiment. From the simulation, we derive
the probing depth of the electrons of interest taking the kinetic energy window and
gas phase pressure into consideration. We have found that electron scattering is a
major uncertainty in PEY-XAS, enough to substantially change the interpretation and
conclusions of XAS spectra.

3.1.2 Methods

3.1.2.1 Experimental setup

Experiments were conducted at the in situ spectroscopy (ISS) beamline at the Swiss
Light Source (SLS) at the Paul Scherrer Institute. A detailed description of the exper-
imental setup is available in Orlando et al. [64]. The X-rays enter the experimental
chamber via a 100nm thick silicon nitride window (Si3N4). The emitted electrons reach
the electron analyzer through the aperture of a cone. A differentially pumped electro-
static lens system ensures UHV condition on the analyzer side, while the experimental
chamber can be pressurized up to ∼10 mbar. The aperture had a diameter of 0.5 mm
and a working distance (focal distance, distance between focus of the electron optics
and the aperture) of 1 mm.

In the experimental chamber, ice was grown from vapor deposition onto a sample
holder. The sample holder was a gold-coated copper plate cooled with a flow of cooled
gas on the reverse side of the plate. The temperature was measured with a PT-1000
thermometer attached on the side of the holder. A gas inlet allowed water vapor
to enter the chamber from two temperature-controlled reservoirs containing highly
purified water (impurities < 5ppb, Sigma-Aldrich, Product Number: 14211-1L-F). The
water was subjected to 3 freeze-pump-thaw-cycles to remove any dissolved gases. The
two reservoirs were connected to the sample chamber via either a 2.0 mm or 0.8 mm
diameter capillary. The desired water vapor pressure in the chamber was achieved
by using either one of the capillaries and adjusting the reservoir temperature. Then,
the temperature of the sample holder could be set in order to achieve supersaturated
conditions with respect to ice and drive ice crystal growth. After a suitable amount of
ice formed as seen from an endoscope camera mounted on the window port of the
chamber, the sample holder temperature was adjusted to the equilibrium conditions
given by the vapor pressure of ice [69] resulting in a stable ice surface without net
evaporation or growth. To document ice stability between each XAS measurement, we
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used x-ray photoelectron spectroscopy (XPS) to monitor the O 1s signal from the gas
phase and the ice. In Parallel, we routinely acquired C 1s spectra to make sure that the
adventitious carbon is lower than a tenth of the oxygen signal. XPS of O 1s and C 1s
were measured with a photon energy of 1000 eV, giving electron kinetic energy of 465
eV and 270 eV, with an associated probing depth of 2 nm and 1.3 nm, respectively. The
pass energy for these measurements was set to 20 eV to allow resolving the gas phase
and condensed phase contribution to the O 1s spectrum, and the different components
of C1s. Slits were fully open (1/1) to maximize the counts. We used a residual gas
analyzer (RGA) connected to the second differential pumping stage downstream of the
electron sampling aperture to monitor the gas phase and notice leaks or other eventual
contaminations.

3.1.2.2 PEY-XAS of ice

Auger yield x-ray absorption spectra were measured using X-rays at photon energies
from 515 eV to 560 eV with 0.25 eV steps at the absorption edge from 529 to 542 eV
and 0.5 eV steps elsewhere. At each photon energy, the electron analyzer measures the
kinetic energy of electrons in the kinetic energy range from 425 eV to 525 eV. Figure 3.1
displays the typical data obtained from an ice sample. The image at the bottom shows
the electron counts (color-coded) for a specific kinetic energy (y-axis) as a function of
photon energy. We can see two oblique lines with two different slopes corresponding
to traveling photoelectron peaks. The line crossing the image from hv=515 eV and
KE=485 eV until hv=555 eV and KE=525 eV, thus with a slope of −1, corresponds
to photoemission from the O 2s valence level. Also, more faintly, but still with the
same slope, the other valence level peaks (ending with O 1b1) are visible. The most
intense line with a slope of −2 is due to photoemission from the O 1s core level
excited by the second order light (thus photons with double energy compared to that
adjusted at the monochromator and plotted on the x-axis). The Auger electron peaks
appear as horizontal lines because they have a constant kinetic energy independent
of the photon energy responsible for the initial core-level excitation. The most visible
Auger emission line on the image in Figure 3.1 is at 500 eV, corresponding to the
sharp gas phase feature that we see in Figure 1(a) of [70]. On that figure (Figure 1(a)
of [70]) we can also see the Auger spectrum of liquid water which is similar to that of
gas-phase water, but with broader features. Broadening could come from increased
scattering in the condensed phase due to higher density, different HB configurations
that lead to broadening in the valence level energies, and interatomic Coulomb decay
(involvement of neighboring atoms in the Auger process) [70]. In addition, we notice
that the Auger spectrum of liquid water seems to change with temperature (still on
Figure 1(a) of [70]) and I have observed a similar trend in my data see Figure 3.14(a)
however, this might simply be an artefact from gas phase scattering, as we will discuss
later in Section 3.1.3.2. Among the few studies that have published Auger spectra for
ice, we can cite [71] where figure 2 shows experimental ice Auger spectra compared
to the experimental gas-phase spectra. The main difference between gas phase and
condensed phase Auger spectra is the broadening of the Auger features. Similar to
liquid water, the Auger spectrum of ice consists of multiple broad transitions spread
between 450 eV and 500 eV [71–74].
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Figure 3.1: (bottom) PEY-XAS data of ice at -10°C shown as an image with the photon
energy in the x-axis and the electron kinetic energy in the y-axis. The intensity of
measured electrons for a specific photon energy and electron kinetic energy is
color-coded, the color bar is shown on the right. Multiple features are present in
this image, see the description in the text. (top) PEY-XAS spectrum integrated
from the image below, shown together with a gas phase spectrum for reference.
The grey-shaded rectangles labeled ’I’, ’II’, and ’III’ corresponds to the area of the
spectrum where we observe a change between the liquid and solid state of water.

From the image shown on Figure 3.1 (bottom), the PEY-XAS spectrum is obtained
by integrating the intensity along the KE-axis over part or the full kinetic energy
range (Figure 3.1 (top)). The PEY-XAS spectra of ice consist of a background from 515
to 530 eV, followed by a small bump which is attributed to C O, thus oxygenated
adventitious carbon. The absorption edge starts with a shoulder at 535 eV (that we call
the pre-edge, labeled ’I’ here) followed by the main edge (II) and the post-edge (III). As
we have seen in the introduction, their ratio (main-to-post-edge ratio) represents the
ratio of hydrogen bonds populations in configurations with weak asymmetric bonds
(liquid-like) to those with strong symmetric hydrogen bonds (ice-like) [54, 75, 76].

3.1.2.3 PEY-XAS analysis

After the integration of the signal, a series of processing steps are necessary in order
to analyse the PEY-XAS spectra. The first step is to average repetitions, to get more
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SNR. The averaged spectrum is then normalized to the photon flux. The photon flux
contains a large fraction of higher order light (see Section 2.1) and the first order
flux that we need to normalize the spectra is calculated from the photocurrent, see
supporting Figure 3.9. In addition, gas phase X-ray absorption in the path from the
SiNx window to the sample is taken into account (see supporting Figure 3.10). From
this point, we remove the gas phase contribution from the PEY-XAS signal, which can
be substantial for a warm ice sample (see supporting Figure 3.10 red spectra when
the data is normalized to the first order photon flux corrected for gas phase X-ray
absorption, but the gas phase Auger yield is not yet subtracted from the PEY-XAS
signal). Finally, the background is subtracted and the spectrum is normalized. More
details are provided in supporting Section 3.2.1.

3.1.2.4 Monte Carlo simulation

The MC simulation is based on the following assumptions:

• Elastic scattering is negligible (See [77] EAL∼IMFP). This is a reasonable assump-
tion for water because oxygen has a small atomic number Z, and elastic scattering
scales with Z4.

• Straight-line approximation: Inelastic scattering does not lead to dispersion of
the direction. Electrons are scattered forward, scattering only changes the kinetic
energy.

• Auger electrons are only generated at three different kinetic energies.

• The electrons are emitted perpendicular to the surface, in the experiment the
analyzer make a 30° angle with the surface therefor a factor cos(30°) needs to be
added to the simulation results for a correct description of the experiment.

Origin To start with, we need to create an electron at a specific depth. The X-ray
beam intensity decays exponentially with depth in matter; however, on the scale that
we consider here i.e. a few nanometers, we can assume that the X-ray excitation
is homogeneous with depth. Therefore, we assign the origin, O, of the generated
electron with a uniform probability density distribution between 0 and 100 nm. In
the simulation, we assume that the X-ray beam has a normal angle of incidence with
respect to the beam.

Auger spectra We know from experimental measurement that the Auger spectra
of Water consist of several emission peaks corresponding to different transitions
in the Auger emission process. Figure 1 in [74] shows 4 well-defined peaks and the
deconvolution reveals 4 others (total = 8). Carravetta [72], in his hole-mixing calculations
find 14 peaks. Electronic transition rate calculations reported 16 transitions [73]. Only
Liegener [71] shows experimental ice spectra and theoretical liquid. There are a few
reported Auger spectra for water, mostly gas phase measurement, and they only
agree on a qualitative level. Given the uncertainties and inconsistencies among data
and theory, we use only the three dominating contributions, spread over the region
450-500 eV. The electrons are generated with the function Generate_auger.m (see
repository) which randomly generates kinetic energy according to a distribution made
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of 3 Gaussians with relative height, position, and width of 1/4/10, 455 eV/475 eV/498
eV, 4 eV/3 eV/2 eV, respectively.

IMFP Now that we have created an electron at a certain depth in the ice and with a
defined kinetic energy, we need to know the length of the path that it can travel before
interacting inelastically with the ice (with matter). This is literally the definition of the
inelastic mean free path (IMFP) and it is a central aspect in electron spectroscopy as it
provides the surface sensitivity. The IMFP depends on the kinetic energy of the electron,
the density of the medium, and is relatively independent of the nature of the material
which is the reason why we often refer to the “universal curve”: a curve with the shape
of a parabola, with a minimum around 100 eV, where all IMFP measurements seem
to gather. However, the exact values of the IMFP for water are controversial and the
mismatch among measurements is typically ∼30% (qualitatively from figure 14 in [77],
maybe more quantitatively from Werner et al. [67] or Tanuma et al. [78]. Cross section
data has typically 20-30% std dev. [65]). For the sake of simplicity, the simulation
presented here uses the universal curve formula considering only the kinetic energy:

λ =
A

KE2 + B
√

KE (3.1)

where A=641 and B=0.096 for inorganic compounds [79]. This universal curve formula
for inorganic compounds is in relatively good agreement with the TPP-2M formula
(data retrieved frorm QUASES software) and with Shinotsuka [80] as shown in sup-
porting Figure 3.12. In spite of the uncertainty related to the absolute values of the
IMFP, this is a suitable and simple-to-implement basis for the purpose of this work.

DIIMFP After having a means to know the distance an electron travels until an
inelastic scattering event occurs, we now need to assess the KE it looses in that. The
differential inverse inelastic mean free path (DIIMFP) is the probability for an electron
to lose a certain amount of kinetic energy T upon scattering, for a given initial kinetic
energy KE. The integral of the DIIMFP over the energy loss ⟨Tloss⟩ , gives the inverse
IMFP λ−1 [67]. The DIIMFP can be estimated from the universal cross-section (UCS)
or calculated from optical data. TPP-2M formula for the IMFP was used to estimate
the absolute value of DIIMFP [81]. Sessa’s database [82] contains both UCS and optical
data for gold. This data can be used to see and estimate the uncertainty, ∼50%. As for
the IMFP, we see that this input also brings in substantial uncertainties. For water, there
is no optical data (in Sessa’s database) so we will use the UCS curve in this simulation,
as a reference to how much energy is lost at each scattering event, which is sufficient
for the purpose of these simulations.

Scattering Now that we have all the inputs, we can run the simulation. The electron
is generated at an origin O and it travels towards the surface. The probability to scatter,
anywhere in the path from the current electron depth d to the surface is ps(d) = 1− e−

d
λ .

Similarly, the probability to not scatter in the path from the current electron depth d to
the surface is: pns(d) = e−

d
λ . The simulation generates a random number uniformly

distributed in the interval [0 1] using the MatLab function rand(). This random value is
stored in the variable p_rand, and if p_rand>pns(d), the electron at depth d undergoes
a scattering event, which triggers four steps: (1) the count of scattering events for this
electron increases by 1, (2) the depth of the electron is decreased by the length of
the free path FP = IMFP(KE) · (−ln(p_rand)), (3) the KE is decreased by the energy
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loss which is chosen randomly in the UCS distribution of water [82], and finally (4)
the IMPF is updated according to the new KE. Note that because p_rand>pns, the FP
cannot be longer than d. The loop continues until the KE is smaller than the arbitrary
number 100 eV or in the event of p_rand<pns(d) which is the case corresponding to
the electron reaching the surface. In such an event, the origin of the electron, the KE at
the surface and the number of scattering events, and the KE at the surface are saved in
a table – for later analysis.

3.1.3 Results and discussion

3.1.3.1 XAS of ices

Figure 3.2 shows examples of measured PEY-XAS spectra of ice at -10°C, -2°C, -1°C,
and of a liquid water film at +0.5°C. All spectra consist of a background from 516.6
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Figure 3.2: PEY-XAS spectra of ices at different temperatures. The data have been analyzed as
described in the supporting Section 3.2.1 and Section 3.2.1. Increasing temperature
is color-coded from red to blue.

to almost 530 eV, a small bump at ∼532 eV corresponding to oxygenated carbon
contamination, then we have the pre-edge, main-edge, and post-edge (I, II, and III
as described in Figure 3.1, top). The data were processed as briefly explained in
Section 3.1.2.3 or in more detail in the supporting Section 3.2.1. Without background
subtraction, all backgrounds would have the same slope, as seen in Figure 3.8, where
the spectra have been normalized to the background region. Most importantly, when
analyzing XAS spectra, it is important to normalize the spectra in a way that the
tails align [54] otherwise relative feature intensities may change significantly and the
isosbestic point may not exist as seen in figure S1,a) in the supporting materials of [54]
and in Figure 3.8. Our data seems to have an isosbestic point at 539.6 eV. However,
this value is dependent on the background treatment and is, to some extent, arbitrary.
Different studies report the isosbestic point for ice at 538.8 eV [76], 539.1 eV [54], 538.4
eV or 538.8 eV [83]. The ice and liquid spectra resemble a lot to figure 1c in [54]. Both
the ratio of absorption at the main edge to that at the post-edge and the magnitude of
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the absorption feature at the pre-edge have been related to surface disorder [53]. In
Figure 3.2, we clearly see a decrease in main-to-post-edge ratio, implying a hydrogen
bonding structural change as a function of temperature. On the other hand, we can
hardly see any substantial change in the pre-edge region. This is very similar to the
Bluhm 2002 data [56], where no explicit change is directly apparent between the
different spectra at different temperature. We also note that the shape in the pre-edge
region around 535 eV is affected significantly by the subtraction of the gas phase
contribution1, and also the presence of oxygenated carbon contamination leading to a
variable contribution at around 532 eV. Bluhm et al. [84] have observed a correlation
between the presence of contaminations and the apparent intensity of the pre-edge.

Figure 3.3 shows the PEY-XAS spectra of ice at -10°C (same data as in Figure 3.1 and
Figure 3.2). The data is analyzed following the procedure described in Section 3.2.1
except for the kinetic energy window used to integrate the signal which is not 425-
480 but 425-470 and 470-525 as indicated in the legend. The inset on the left is an
illustration of the different paths that the electrons might have taken in the two
different measurements. The colors of the inset are matching with those in the legend.
As already defined in Figure 3.1 I, II, and III describe the pre-edge, the main-edge, and
the post-edge; respectively.
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Figure 3.3: PEY-XAS spectra of Ice -10°C taken with different Kinetic Energy window. The
inset is an illustration of the different paths that the electrons might have taken
in the two different measurements. The colors are matching.

The two spectra in Figure 3.3 have globally the same shape, however, we can observe
that the main-to-post-edge ratio is slightly lower on the red spectra, indicating a
more tetrahedral hydrogen-bonding network. The different slopes of the low energy
background gives some indication of the uncertainty of the overall processing of the
spectra. Note that subtracting a sloping background, the contrast between the red and

1 which does not lower the spectra completely to the linear background level as explained in Section 3.1.2.3
because of the 5 points smoothing
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the blue spectrum would get even larger. We assume that the Auger emission spectrum
of ice is within 450-500 eV, which corresponds to the range of energy differences
between the K and L shells. In matter, an electron travels on average 1 IMFP (λ ≃
2.2 nm, at 500 eV in liquid water) before it undergoes an inelastic scattering event,
upon which it loses part of its kinetic energy (on average ⟨Tloss⟩ ≃60 eV [82]). The
electrons that scatter multiple times likely come from deeper in the sample being
investigated [67]. Then the electrons reaching the analyzer with KE=[425-470]2 come
from deeper compared to the electrons measured in the range 470-525, dominated
by primary Auger electrons, for which 63% of the signal comes from within about
one IMFP (about 2 nm) and 95% of the signal from about three IMFP. Thus, the
measurement at KE= 470-525 is more surface sensitive, and the one at KE 425-470
probes a little bit more into the bulk. For the C O peak, it makes sense that the blue
spectrum shows more intensity since the KE window probes more of the surface, and
carbon contamination species are assumed to be located at the surface. Again, we note
that this assertion is depending on the shape of the background subtracted. We see
that the main-to-post-edge ratio is more pronounced in the blue spectrum, even when
considering the different backgounds. This more powerful observation suggests that
the signal related to disorder is higher when measured with the more surface-sensitive
KE window. Once again, this makes sense with respect to our sample model consisting
of a QLL sitting on top of the ice. We note that here the gas phase has an identical role
in the two cases. Thus the KE window is very important to determine the probe depth
and retrieve the QLL thickness from the PEY-XAS data. In order to quantify the probe
depth, we use the Monte Carlo model in the next section.

3.1.3.2 MC results and discussion

As just discussed above, the choice of the kinetic energy window impacts the PEY-XAS
spectra, because part of the measured intensity can come from secondary electrons
(that have scattered), such that the exact probing depth is a key uncertainty in PEY-
XAS. The Monte Carlo method is particularly well suited to understand the physics
of inelastic scattering, and to find the relationship between the kinetic energy and
probing depth. The Monte Carlo simulation presented here (for assumptions and
implementation details, see Section 3.1.2.4) generates ∼7 × 106 electrons with a kinetic
energy KEe spread between 450 to 500 eV. The simulation allows them to inelastically
scatter until reaching the surface or losing all of their energy and being absorbed in the
ice. The key advantage of the simulation is the ability to retrieve the origin distribution
of the electrons detected by the analyzer. Primary electrons, the ones that have not
scattered, have an origin distribution that follows an exponential decay with depth.
Secondary electrons, on the other hand, have a small probability to come from the
surface, because they must scatter at least once. Their origin distribution is non-trivial
but easily retrievable from such a MC simulation. We present here key results from the
simulation.

Figure 3.4 shows the simulation data visualized in three panels. The largest panel is
a scatter plot, displaying 1 × 105 electrons with colored dots. The position of the dot
on the y-axis indicates the depth, De from which the electron originates and the x-axis

2 these electrons have lost some of their kinetic energy via inelastic scattering
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coordinate corresponds to the kinetic energy KEe measured by the analyzer. The color
indicates the number of scattering events that the electron underwent. We notice from
this panel that electrons that have not scattered (in black) are only distributed between
500 and 450 eV, where electrons are generated. Their contribution decays exponentially
with the depth, from which they originate. We notice 2 triangular regions with low
electron population: the upper right corner (small depth, small KE) and lower left
corner (large depth, high KE). The reason for this is that it is not probable for an
electron to come from the surface and experience multiple scattering or on the opposite
to come from large depths without losing too much KE due to scattering.

The panel on the top shows the spectrum intensity that we get when we integrate all
electrons on the depth axis. This spectrum contains the 3 Auger peaks that we used to
generate electrons in the simulation, as well as a background resulting from the inelastic
scattering. Experimental Auger spectra are shown in Figure 3.14a for comparison. Apart
from scattering in the ice, this background also results from scattering in the gas phase,
as discussed below. For better statistics, the top and right panels are histograms of
1 × 106 electrons.

The panel on the right side is the probing depth distribution of the kinetic energy
window 430-450 eV, i.e. the electron depth distribution that we get when we integrate
all electrons that are contained between the 2 red lines. We see that this distribution
differs from the exponential distribution that we would expect for unscattered electrons
(black dots), in the sense that the maximum of the distribution is not at the surface
but rather at a depth of 2.5 nm. The reason for this is that this KE window mostly
contains secondary electrons largely coming from deeper than one IMFP. The mean
value of this distribution is 5.3 nm and we define this variable as the mean probing
depth (MPD). The pink curve across the scatter plot is the mean value of De as function
of KEe . The value jumps from 1 to 2 IMFPs (∼2.2 to ∼4.4 nm) as KEe decreases from
500 to 475 eV because the electrons involved are either primary (black dots) or 1-time
scattered secondary electrons (blue dots). on the second emission peak (475 eV) the
value decreases again to somewhere between 1 and 2 IMFP because the electrons
involved there is a blend of primary and 1-time scattered (not yet too many 2-times
scattered electrons). The pink curve establishes the relationship between the MPD and
the KE: the lower the KE, the higher the MPD. The dependence of MPD with KE for
KEe <450 eV can be approximated by:

MPD(KE) ≃ λ(KE) ·
(

1 +
500 − KE
⟨Tloss⟩

)
(3.2)

where KE is the kinetic energy at which the electron is measured, λ(KE) is the IMFP,
which is around 2.2 nm but slightly depends on KE, 500 is the KE of most electrons
when they are generated, ⟨Tloss⟩ is the mean value of the kinetic energy loss per scat-
tering event. In the simulation, Tloss is a distribution derived from the universal cross
section theory, and ⟨Tloss⟩ ∼60 eV [67, 81]. From such representation, we understand
that one can extract a subset of electrons corresponding to the experiment and get a
distribution such as the one presented in the right panel. In PEY-XAS, one typically
selects a KE window, which is the acceptance range for electrons to be detected. In
the work presented here, the KE window is 425-480 eV. Bluhm et al. [84] chose the KE
412-437 eV, and we will see how different the probing depth associated with these KE
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Figure 3.4: Simulation visualization. The main panel shows each individual electron as a dot
with the color scale indicating the number of scattering events that the electron
have undergone. The pink curve denotes the average depth for a fixed KE, the
panel on the top is the Auger spectra integrated from the scatter plot over the
whole depth and the panel on the right is the probing depth distribution for the
KE window delimited by the red lines.
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windows is compared to the non-scattering case.
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Gas phase Impact The next relevant aspect is the gas phase and its impact on PEY-
XAS depth information. Indeed, molecules at pressures in the mbar range contribute
to the scattering. Since we subtract the gas phase spectrum during the analysis of
the PEY-XAS spectra, we don’t consider electrons generated in the gas phase in the
following. The strategy of considering scattering in the gas phase is to replace it
by a thin condensed phase water layer with the same number of water molecules.
Suppose we want to retrieve information from a 1nm-thick surface layer with similar
scattering properties and oxygen density at a KE of 350 eV. Looking at Figure 3.4, we
understand that we will probe with a mean probing depth of 10nm and we won’t get
any signal from this layer, because there are hardly any dots in the region [0-1] nm
and K=350 eV. The reason is that the Auger electrons originating in this layer did not
have enough material to scatter, and thus no secondary electrons deriving from these
Auger electrons can reach the analyzer with KE as low as 350 eV. Imagine now that
there is 10 mbar of pressure above this layer. The same Auger electrons having escaped
from the sample without scattering now have plenty of matter to scatter with, and the
signal at 350 eV increases. In other words, for a kinetic energy window that contains
scattered electrons3, the pressure decreases the mean probing depth in the sample, and
the measurement becomes more surface sensitive.

We have a simulation that represents electron scattering within ice, as described
above (Section 3.1.3.2). We now want to add 1 mm of gas phase on top of the ice,
corresponding to the distance that separates the surface of the ice and the electron-
sampling aperture of the analyzer. The pressure varies from almost 0 to about 6.1 mbar
when the ice temperature ranges between -40°C and 0°C. Since the total number of
scattering molecules is relevant and there is only a negligible difference in cross-section
per molecule between the gas and condensed phase, we may conceptually replace the
gas phase by a thin layer of ice with the same number of water molecules. This layer
has a thickness:

D = 1mm ·
ρgas

ρice
(3.3)

At -20°C, the vapor pressure over ice is 1 mbar and ρgas=8.6× 10−4 kg m−3 (see details in
supporting Section 3.2.4.2). With ρice=920 kg m−3, we find that D∼1 nm, thus scattering
over a 1 mm long path through gas at 1 mbar is equivalent to a 1 nm thick layer of
ice for the purpose of the assessment of scattering. We previously considered an ice
sample extending from 0 to 50 nm. Now we have a thin film of thickness D on top of it
such that the ice goes to a depth of 50+D nm. Because the PEY-XAS contribution of
ice at depth 50+D nm is negligible, this model is equivalent to the situation without
gas phase where there would be no electrons originating from the D-mm-thick top
layer, because these water molecules represent the gas phase molecules that do not
contribute to the ice signal but only contribute to electron scattering. This elegant trick
greatly simplifies the simulation and analysis.

In order to validate the model described in Equation 3.3, we compare the attenuation
coefficient for 500 eV primary electrons. In figure 6 from [65], we can read that a 10-fold
attenuation is reached when electrons travel 0.9mm in a pressure of 2.2 torr (or 3 mbar),
for a KE of 450 eV. The data with KE=500 eV is not available on that figure (figure 6

3 not the case at for primary Auger
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from [65]), but we can estimate that the 10-fold attenuation for electrons with KE=500
eV would fall somewhere around 2.6 Torr, or 3.5 mbar. On supporting Figure 3.13, the
simulation gives a 10-fold attenuation at a pressure of 5 nmeq, where the calibration
is 1 mbar = 1 nmeq. Similarly, the simulation predicts a 10-fold attenuation with a
film thickness of 5nm, see (Equation 3.3), which is the model for traveling 1 mm at 5
mbar. This means that the attenuation of 0.9 mm of 3.5 mbar vapor gas phase in [65] is
equivalent to 5 nmeq in the simulation. Therefore the pressure calibration should rather
be:

D(1mbar) =
1 mm ∗ 5 mbar

0.9 mm ∗ 3.5 mbar
≃ 1.6 nmeq (3.4)

Indeed, when looking at the cross-section data, we find that the gas phase cross-
section σGP= 3 × 10−16 cm−2 [85] is larger than the cross-section for ice σice=1.5-
2 × 10−16 cm−2 [86], for electrons with KE=500 eV, which confirms the 1.6 factor found
in Equation 3.4. Intuitively, we can understand that the cross-section of electrons in ice
is lower than in gas-phase water because the molecules in ice are overlapping, creating
hexagonal channels of perfect vacuum where electrons can freely travel as has been
observed with helium atoms [22, 33].

Using this calibration, (Equation 3.4) the simulation allows us to calculate the
mean probing depth of different KE windows, as a function of pressure, as shown
in Figure 3.5 and establishes the relationship between pressure and MPD. While
in vacuum, lowering the KE window increases the MPD (Equation 3.2), increasing
the pressure decreases the MPD, for KE windows containing scattered electrons. In
Figure 3.5, we can see different KE windows, corresponding to [84] (412-437 eV), [47]
(430-450 eV, and the full kinetic window acquired in this work (425-525 eV). There
is some noise at the high-pressure side of the graph, and this is expected because
the simulation has fewer data points to calculate the MDP from. All MDP curves
seem to converge towards the non-scattering case value (λ = 2.2 nm), and this makes
sense because the ratio between gas phase and ice scattering increases with pressure,
such that when the pressure tends to infinity pressure, the finite number of scattering
events in the gas phase forces the number of scattering in the condensed phase to tend
towards 0.

The fact that the probing depth decreases with pressure is particularly relevant for
interpreting the temperature dependence of the QLL thickness, because the measure-
ment pressure increases as temperature increases. Pressure acts then as a confounding
factor: the QLL thickness estimation could increase due to the shorter MPD at high
pressure. For this reason, it is important to precisely quantify the impact of the gas
phase on the MPD and therefore on the thickness calibration, in order to make sound
conclusions.
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Figure 3.5: Mean probing depth as a function of pressure on the 1 mm path from the ice
surface to the aperture of the electron analyzer. The pressure is calibrated with
Equation 3.4 i.e. 1 mbar=1.6 nmeq. The legend indicates a subset among the
detected electrons with specific properties, for example, electrons that have a
kinetic energy within the specified KE window or electrons that have not scattered
along their path.

Supporting Figure 3.14 compares the experimental Auger spectra of ice at different
pressures (data corresponding to Figure 3.2, with the additional spectra of ice at -40°C
(0.12 mbar)) with the Auger spectra obtained from the Monte-Carlo simulation at the
corresponding pressures. The key to understanding the probing depth in PEY-XAS
is the background region of the Auger spectra. On supporting Figure 3.14, we see
that it is heavily influenced by gas phase scattering. On supporting Figure 3.14a, we
see the sharp gas phase peak at KE=500 eV (that we have seen in Figure 1(a) of [70]),
visible from a pressure of 2.36 mbar. The wider Auger emission peaks of the ice are
visible at 0.12 mbar, but are already almost fully scattered at 2.36 mbar and above.
In the simulation, the Auger emission peaks stay visible even at high pressure. In
addition, the variation of the Auger background with increasing pressure generally
agrees between the simulation and the experiment, the most notable difference being
in the shape of the background at high pressure (the simulation data produce a very
’linear’ background while the experimental data yields a more ’curvy’ background).
Most probably, this indicates that the average loss of KE per scattering event ⟨Tloss⟩ ≃
60 eV is overestimated. In that case, the MPD is underestimated (Equation 3.2) and the
QLL thickness calibration would yield a thicker thickness estimation. Another source
of uncertainty is related to the large amount of 2nd order light, which contribute to the
auger yield and could potentially impact the shape of auger spectra. Nevertheless, the
simulation allows to reproduce the general behavior of the background of the Auger
spectra due to gas phase scattering.
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Calibration curves Suppose now that we have a system consisting of a layer of
thickness D, containing atoms A, sitting on top of a bulk containing atoms B. The
relative contribution of A to the total signal is obtained by integrating the probing
depth distribution from 0 to D. In the case where electrons do not scatter, one can
derive analytically:

IA

IA + IB
=

1
λ

∫ D

0
e−

z
λ dz = 1 − e−

D
λ (3.5)

where λ is the IMFP of electron at KE=500 eV. The factor 1
λ is a normalization factor

necessary to ensure that for D → ∞, IA
IA+IB

→ 1. For scattered electrons, we can use the
probing depth distribution that the MC simulation provides for a specific KE window
and pressure, (one example of probing depth distribution is shown in Figure 3.4, left
panel) and integrate it along the depth axis until the integral (expressed in % of the
total integral) equal signal A (the relative contribution of A to the total signal). If
signal A = 50%, then the depth at which the integral reaches 50% is the median of
the distribution. Figure 3.6 shows the calibration curves that allow converting the
signal A, into the thickness of layer A. For example, the QLL signal4 relative to the
total signal (IQLL + Iice) as measured in PEY-XAS. In UHV and considering only non-
scattered electrons (green line), the simulation reproduces the analytical calculation
(Equation 3.5, black line) and covers the kinetic energy windows where an analytical
solution is not trivial.

Figure 3.6: Calibration curves to convert the signal A, derived from a PEY-XAS measurement
and expressed in [%], into the thickness D of layer A. Derived from the simulated
probing depth distributions.

In 2002, Bluhm et al. [56] measured the QLL on ice with PEY-XAS, using a KE
window from 412 to 437 eV. According to the simulation, the thickness of the QLL
is given by the blue curve for this KE window and in UHV, and the scattering effect

4 The liquid-like character that we can measure on ice with PEY-XAS originates from the QLL that we
assume to be a fully liquid layer
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increases the calculated thickness by a factor ∼ 3 compared to the case when one would
not consider scattering (green curve). In 2017, Bartels-Rausch et al. [47], investigated
the formation of solvation shells on ice with PEY-XAS, using a KE window that was
either 430 to 450 eV or 450 to 470 eV (not clear, since both are mentioned in the main
text) so the PEY-XAS probing depth might have been underestimated by a factor 2 to 3.

The precise knowledge of scattering in matter allow to derive the curves from
Figure 3.6 and therefore PEY-XAS can probe different depths by choosing the right
kinetic energy window.

3.1.3.3 QLL thickness using the simulation results

Data from a large dataset (including the spectra from Figure 3.2) are deconvoluted [87]5

and the Gaussian peak model (Section 3.2.3) allows to assign the contributions to water
molecules in dangling OH (pre-edge), disordered (main edge) or tetrahedral (post
edge) configurations. The disorder of the hydrogen-bonding network can be observed
both as an increase in the pre-edge and as an increase in the main to post-edge ratio
(see Figure 3.2. Only the data averaged from at least 2 PEY-XAS spectra having a fair
reproducibility (see supporting Section 3.2.1) are further processed. One can calculate
the proportion of ‘pure liquid’ within the probing depth (which depends on the KE
window and pressure) as follow:

SignalA[%] =
I − Icold

Iliq. − Icold
(3.6)

where I is the intensity of the pre-edge or main-to-post edge ratio (depending on what
observable we wish to base the calculation), and the subscripts cold and liq. indicate
the intensity of this same observable for reference cold ice (-40°C, assumed to have
no QLL) and liquid water, respectively. We then use the calibration curves (Figure 3.6)
from MC simulation to convert this information into the QLL thickness, with the
assumption that the QLL is a homogeneous liquid layer.

Figure 3.7 shows the QLL thickness calculated from different methods. In blue empty
circles, the measured pre-edge intensity data is directly converted to thickness without
considering electron scattering; in blue empty triangles, the pre-edge intensity data is
converted into thickness considering electron scattering, but no MDP reduction due to
the presence of the gas phase molecules; in blue filled circles, the pre-edge intensity
data is converted into thickness considering the full electron scattering calibration;
in red filled circles, the main-to-post-edge ratio data is converted into thickness con-
sidering the full electron scattering calibration; and finally, in green empty circles,
Bluhm’s data from 2002 (pre-edge intensity data converted to QLL thickness without
considering electron scattering).

All data sets are fitted with the theoretical shape of the QLL [16]:

Thickness = A · t−
1
3 − B (3.7)

5 inspired by [53] and [60].
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Figure 3.7: QLL thicknesses calculated from (in blue) the pre-edge intensity and (in red)
the main-to-post-edge ratio together with (green) Bluhm’s data [84]. The empty
circles designate analysis without considering electron scattering in the probing
depth assessment, the empty triangle refers to the analysis of the data taking into
consideration electron scattering in the ice only (no gas phase scattering), and
the filled circle designates the improved analysis considering electron scattering
both in the ice and in the gas phase. Fit according to the theoretical shape of the
QLL temperature dependence [16] is shown for each data set.

where t = (Tm − T)/Tm is the reduced temperature, A is a constant. B is set such that
the QLL thickness equals 0 at -40°C.

The improved data analysis (including electron scattering) provides a larger thickness
estimation than the analysis ignoring electron scattering (blue-filled circles compared
to empty blue circles).

Carbon is always present in uncontrolled trace amounts, see supporting Section 3.2.3
and is known to affect the PEY-XAS measurement [56]. The deconvolution results are
very sensitive to the input parameters and a slight change in position in 1 gaussian
can greatly affect the amplitude of the others. The pre-edge intensity is probably the
feature that is the most exposed to deconvolution error, as it is in between the gas
phase emission peaks and in between the C O and main edge. The main-to-post-
edge ratio provides a more reliable observable. On Figure 3.7, the QLL thicknesses
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calculated with the main-to-post-edge ratio (red filled circles) are the most consistent:
increasing with temperature (when the QLL thickness calculated with the pre-edge
intensity is decreasing from -3°C to -1°C). Regarding the pre-edge intensity derived
QLL thickness, there is good agreement between Bluhm and this work when scattering
is not taken into account (empty blue and green circles). We can also note in the
graph that if Bluhm would have used the calibration curve for the kinetic energy range
that he used (412-437 eV), his data points would be shifted upwards. The difference
between the filled blue and red circles, i.e. between our improved analysis using both
pre-edge intensity and main-to-post-edge ratio, gives an idea of the uncertainty of our
analysis. In particular, the pure ice and liquid references are critical since the QLL
signal is interpreted relatively to these measurements. In addition, since the pre-edge
is associated with the dangling OH at the very surface of the ice, it might be better to
measure this signal at a KE closer to the emission KE (close to 500eV). This observable
might then give a more reliable signal.

If we rely on the main-to-post-edge ratio results (red data points in Figure 3.7), we
find about the same results as reported by Bluhm [84] at around -10°C and a rather
thinner thickness between -10 and 0°C. Molecular dynamics simulations have also
reported a very thin QLL thickness [19].

3.1.4 Conclusion and outlook

Our data with improved probing depth calibration with respect to electron scattering
and analysis suggests that the QLL thickness is rather small, and increases from 0.5
to 2 nanometers in the range from -10°C to -1°C. This suggests that in the case of
clean ice, the QLL would enhance chemical interactions only when the temperature is
close to the melting point and the QLL would provide less volume for quasi-aqueous
chemistry on ice than previously assumed [2, 88]. Note that 0.5 nm also corresponds to
the overall accuracy of the technique, given the many uncertainties described in the
main text. In terms of water molecules, 0.5 nm is equal to approximately 1.5 bilayers of
ice, which is already considerable for ice-air interaction. This reminds us that electron
spectroscopy and especially PEY-XAS are not overly surface sensitive. However, we
note that the thickness deduced here with the refined analysis is consistent with the
most recent AFM [50] and SFG [32] data that may all have somewhat higher surface
sensitivity.

Next, we discussed the role of choosing the kinetic energy window in the analyzer
settings, and how this could be a tool instead of representing another uncertainty
source. We explored the effect of gas phase pressure on the probing depth. Another
consequence of the inelastic scattering contribution is that the electron kinetic energy,
which we can precisely measure in PEY-XAS, contains depth information.

Impact of pressure There is an inherent link between QLL thickness and the vapor
pressure: the higher the temperature the more you loosen the H-bonds and also the
higher the vapor pressure is, they just go along with each other. However, gas phase
scattering reduces the probing depth and therefore increases the surface sensitivity.
It is hence a confounding factor and shall not be neglected. Once corrected, we can
still argue that the QLL increase is due to absolute pressure: because of the mechanical
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collision on the surface of the ice meaning that in the environment, with 100-1000
mbar of pressure, the QLL could be much larger than the few nm that we observe
in 0.1-5 mbar XAS. This makes a lot of sense when we imagine the flux of water
molecules at equilibrium on the surface of the ice. At warmer temperatures, the traffic
is much more intense than at low temperatures and the surface gets bombarded with
molecules. Although a complete study on the effect of pressure and QLL thickness is
outside the scope of this work, future experiments should be performed to investigate
pressure dependence, i.e. maintaining the same water saturation pressure while the
total pressure is increased and with an effort to reduce data uncertainty. More on this
in Section 5.3.

PEY-XAS depth profile
In addition to improving the depth calibration and reducing the associated uncer-

tainty, our work reminds us that PEY-XAS can be used for depth profiling i.e. by
playing with the KE windows, as demonstrated in recent work on multi-layered silicon
oxide samples [89, 90].

For the ice sample, this means that one could probe different regions of the interface
merely with PEY-XAS. This, combined with the conventional XPS depth profile, would
be very powerful to characterize acid-base chemistry on ice with raising questions of
physisorption, chemisorption and solvation shells. More on this in Section 5.2.
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3.2 Supporting information

3.2.1 PEY-XAS analysis

There is a variability from beamtime to beamtime due to different alignments (which
impacts the background), different contamination levels (adventitious carbon is know
to induce disorder on the surface, and it contains oxygen which contributes to the XAS
spectra), different ice thickness (which can impact charging, thermal conduction, crater
size). Therefore, I choose to never mix data from different beamtimes or different ice
samples. In the main text, Figure 3.2, the data is processed with the following steps:

• Import - the first step is to import the data from the h5 structure, which is the
output file of the PShell software that is used to communicate with the electron
analyzer. At this step, the beamline shift corresponding to the monochromator
offset is corrected on the photon energy value. Here we use 1.6eV, which is a typ-
ical offset of our monochromator, based on the water gas phase 2b2 observation.
In addition, the Auger kinetic energy range, in the present case [425 480] is used
as the range to integrate the signal. This range ensures that no XPS is traveling
through.

• Average - After importing, the repetitions that are overlapping within a tolerance
of 10%/hour are selected, and averaged. This ensures that only spectra are
averaged, during which the ice is stable during acquisition. Ice growing towards
or retracting away from the sampling aperture would lead to loss of signal
intensity.

• I0 – the spectra are normalized to the photon flux. The photon flux is measured
with a photodiode (AXUV100GDS from ITW Opto Diode) at the location of
the sample, usually measured in vacuum at the end of each beamtime. The
photon flux measurement allows taking into account any absorption feature
such as oxygen contaminations in the beamline optics, which might change from
beamtime to beamtime. This specific beamline has the particularity to contain a
high fraction of second order light (45

• Normalization – this step allows scaling the spectra before the gas phase subtrac-
tion.

• Water gas phase removal – this step allows removing the gas phase contribution
in the PEY-XAS spectra. Indeed, the electrons are sampled from the surface of
ice, but also the from the gas phase within the volume, which is intersected by
the X-ray beam and which is within the acceptance volume of the analyzer. The
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contribution of gas phase water is removed in a way that the points between 534
and 534.4 eV are aligned with the linear pre-edge background. This is based on
the assumption that oxygen in carbon-oxygen bonds does not contribute in this
range and also that it is below the rise of pre-edge of the O K - edge. Nevertheless,
we can see on the figure 2 that the region around 537 eV shows spiky variations –
probably too much gas phase has been removed.

• Background - the background is removed as a linear fit to the region 517-530eV.
Because this background range is quite short and there is a little flexibility in
the slope of such fit, we allow ourselves to vary the slope of the fit such that
the resulting main edge ([537.6-541.6]) to tail ([556.6-561.6]) ratio tends to 2 (as
seen in [2]). One can justified this by the fact that different measurements have
different background due to different alignments. Indeed, because ice quickly
reacts to temperature and pressure change, it is difficult in our setup to position
the ice at a distance with better than 0.1 mm accuracy. Another justification is
that the background intensity consists mostly of secondary electron emitted from
second-(or higher-) order light (which varies as a function of photon energy),
and we know that the latter increases in proportion with respect to the first
order when the water gas phase pressure increases. A larger background means
a smaller main to tail ratio. With such treatment of the background, the final
spectra should cross at the isosbestic point (539.6eV) and the tails should merge
at 560 due to normalization [2].

• Normalization – the spectra is finally normalized to the tail [556.6-561.6eV]
however, normalizing to the main edge ([537.6-541.6]) would give the same result
because of the manipulation in step 6).

• Smoothing – the spectra on fig 2 has been smooth using the matlab smooth
function with 5 points or 1 eV.
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Figure 3.8: PEY-XAS data from Figure 3.2, normalized to the background region.
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3.2.2 2nd order light

Figure 3.9: First and second order contribution to the photocurrent measurement, based on
the second order light experiment (see Section 2.1). The red area is calculated as a
fraction of the yellow line, which is the total flux without the oxygen absorption
edge (the second-order light doesn’t have an oxygen absorption edge at 1070 eV)
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Figure 3.10: Photon flux normalization: impact on XAS spectra of ice at -1°C (high vapor
pressure). From purple to red: no photon flux normalization, normalized to
the photon flux directly from the photocurrent measurement, normalized to
the photon flux corrected for the 2nd order light, normalized to the photon flux
corrected for the 2nd order light and for the gas phase absorption.

65



3.2.3 Gaussian deconvolution
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Figure 3.11: Deconvolution of the PEY-XAS spectra from Figure 3.2
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Table 3.1: Fitting parameters to represent O K-edge spectra by 7 Gaussian components. The
fit uses the least squares method in the range 515 eV to 545 eV.

Peak no 1 2 3 4 5 6 7

Designation C=O Pre-
edge

Main
edge

Main
edge

Post-
edge

Post-
edge

Back-
ground

Position range [eV] 532.0-
532.5

534 -
535

536.5 538 540 541 545

FWHMa[eV]
1.665 1-2 0.4-1 1-10 1-10 1-10 1-10 1-10

a FWHM= 1.665*c where c is the width in the Gaussian form a*exp(-((x-b)/c)2)

3.2.4 MC simulation

3.2.4.1 IMFP
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Figure 3.12: Comparison of IMFP formulas of water (liquid). Blue circles show the IMFP
as calculated with the TPP-2M formula in the QUASES software. The Blue
circles and Shinotsuka data [3] are well approximated by the universal curve for
inorganic compounds (formula: UCic= (641/KE2)+0.096

√
KE taken from [4])
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3.2.4.2 Gas phase density calculation

From PV = nKBT:

ρ1mbar
gas =

nM
V

=
PM
KBT

=
100 Pa · 0.018 kg mol−1

1.38 × 10−23 J K−1 · 253 K · 6.022 × 1023 mol−1 = 8.56× 10−4 kg m−3

(3.8)

3.2.4.3 Comparison simulation with Bluhm 2010
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Figure 3.13: Normalized attenuation of the electron intensity reaching the electron analyzer
as a function of gas phase pressure. Simulated with the Monte Carlo algorithm.
The pressure units on the y-axis are in nmeq, meaning that 1 mbar of gas phase
is represented in the simulation by 1 nm of ice, see Equation 3.3.
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3.2.4.4 Comparison experiment / simulation
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(a) Experimental O KLL Auger spectra of ice at different
temperatures (pressure). Increasing temperature is color-
coded from red to blue. Integrated over the whole PEY-
XAS photon energy range (515-560 eV). The data are the
same as in Figure 3.2 with the additional spectra of ice
at -40°C (0.12 mbar).
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(b) O KLL Auger spectra obtained from the Monte-Carlo
simulation at pressures corresponding to Figure 3.14a.

Figure 3.14: Experimental and simulated O KLL Auger spectra. Normalized at KE=425 eV
and offset for clarity.
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4
ADSORPTION OF HEXYLAMINE ON ICE, AS SEEN BY NEAR
AMBIENT PRESSURE XPS

This chapter is adopted from the manuscript in preparation, which will be published
as: Gabathuler, J. P., Manoharan, Y., Artiglia, L. & Ammann, M. “Adsorption of Hexy-
lamine on ice, as seen by near ambient pressure XPS” (in preparation)

4.1 Adsorption of Hexylamine on ice, as seen by near ambient pressure

XPS

The adsorption of trace gases on ice is important for atmospheric chemistry and
there is a growing interest concerning the role of the Quasi-Liquid Layer (QLL) in
the air-ice interaction. While the behavior of acids on ice has been intensively inves-
tigated, we currently lack knowledge about the adsorption of bases. Hexylamine
(HA) is a simple aliphatic amine that we use to represent atmospheric bases and to
study their interaction with ice. Here we present x-ray photoelectron spectroscopy
(XPS) and Near Edge X-ray Absorption Fine Structure (NEXAFS) spectroscopy data
to characterize the interaction of HA with the surface ice. XPS data reveal that
the HA coverage already reaches monolayer saturation at a HA partial pressure
of 2 · 10−5 mbar. NEXAFS data reveal that the presence of HA on the ice reduces
the fraction of water molecules in tetrahedral coordination, possibly due to water
engaged in hydrating hexylamine and hexylammonium molecules.

4.1.1 Introduction

As snow on the ground or cirrus clouds in the upper troposphere, ice plays a major
role in the radiative budget of the Earth because of its high albedo [1]. In addition,
ice provides a large surface area for trace gas – ice interactions, which influence
the chemistry of the atmosphere [2–6]. A key aspect of the ice/air system is the
characteristic of ice to form a Quasi-Liquid Layer (QLL) on its surface at temperatures
close to the melting point [2]. This QLL arises from the broken symmetry at the
interface and is theoretically explained from surface tension thermodynamics [2]. It has
been established that the QLL increases in thickness from the onset temperature, Tonset
until the melting point, TM or in the presence of solutes [7–10]. A decade-long debate
is ongoing as to whether the QLL could represent a layer with properties similar to
a bulk aqueous phase, for instance with respect to solubility of gases, acidity, or the
kinetics of reactions. For example, strong acids like HCl also exist in the molecular
form at the ice surface (unexpected for a bulk aqueous solution, where they are largely
dissociated) and enter into the ice as dissociated ions surrounded by hydration shells,
while still leaving crystalline ice in between, indicating a different picture than simple
thickening of the QLL that has often been suggested before [11].
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The adsorption of acidic species on ice has received considerable attention, namely,
with regards to acid dissociation, QLL enhancement or the formation of solvation
shells penetrating deeper in the ice [3, 5, 7, 9, 11–23]. In turn, almost no research article
reports on the adsorption of bases such as amines on the surface of the ice. The only
notable exception is ammonia, which has been shown to saturate the dangling OH
group on the ice surface at 100 K (−173.15 °C) and to increase the overall tetrahedral
coordination [24, 25]. This work aims at extending the dataset of the interaction of trace
species on ice, by investigating hexylamine, a strong base representative of the amine
family, at environmental temperatures. Amines are emitted from natural sources such
as the ocean, wildfires, and anthropogenic sources for example livestock farming or
rocket fuel burning [26]. Ambient concentrations of aliphatic amines in the continental
boundary layer have been reported to be <0.025-0.35 ppb, compared to ∼25 ppb for
ammonia [27]. In the plume downwind of a massive bovine source in California, total
amine mass (i.e. the mass of all R NH2 molecules, where R ̸= H) accounted for 14-23%
of that of ammonia [28]. Aliphatic gaseous amines are strong bases and similarly to
ammonia they may react with atmospheric acids to form alkyl ammonium salts in the
particle phase. Amines in the gas phase may undergo oxidation reactions, mostly with
OH radical, with a typical lifetime in the order of hours, contributing to secondary
organic aerosol formation. Photolysis or further OH attack may lead to the formation
of toxic HCN and of N2O, which is a greenhouse gas and an ozone-depleting substance
(ODS) in the stratosphere [29]. In the condensed phase, amines and the conjugated
ammonium ions are rather inert [26], even though ammonium is involved in aqueous
phase secondary chemistry leading to the formation of nitrogen containing organic
products [30, 31].

Looking into the adsorption of an amine allows us to broaden our understanding of
the response of the ice surface to bases and to contribute to the question of interfacial
acidity. In aqueous solution, aliphatic amines are surface active due to the hydropho-
bic tail, with only the amine or ammonium head-group being hydrated, leading to
lowering of the surface tension [32]. Choosing the surface active hexylamine (HA), a
medium tail-size aliphatic amine as an example, thus allows us to investigate the effect
of the presence of the amine just at the interface, without significant burial into the top
ice layers, as it could possibly be the case with ammonia.

In this work, we make use of X-ray photoelectron spectroscopy (XPS) to characterize
the surface of ice when exposed to different HA partial pressures. The X-rays, with
incoming photon energy Eph=hv [eV], excite electrons from core levels of atoms con-
tained in the sample. Via the photoelectric effect, electrons are ejected from the atom
with a kinetic energy KE=hv-BE, where BE is the binding energy related to a specific
electronic level of the host atom. Because these electronic levels of each atom have
specific BE values, XPS can identify the elemental composition, but also the oxidation
state and the chemical environment. Due to the very short Inelastic Mean Free Path
(IMFP) of electrons in condensed matter (typically 1-2 nm), XPS is remarkably surface
sensitive [33].

X-ray absorption spectroscopy (XAS) has become an established tool to measure the
coordination of molecules in the water system [8, 10], especially since the development
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of near ambient pressure photoelectron spectroscopy systems [34]. Near-edge X-ray
absorption fine structure (NEXAFS) spectroscopy, generally probes the energy levels
of the lowest unoccupied molecular orbitals by resonant excitation of core electrons
with X-rays into these orbitals (below the ionization energy). The core vacancy re-
sulting from the excitation is filled with an electron from a valence level. The energy
difference is released either in the form of a photon (fluorescence) or transferred to
another electron in one of the filled valence orbitals, which is then ejected from the
atom/molecule and referred to as Auger electron. Since especially the outermost,
unoccupied molecular orbitals are involved in forming hydrogen bonds, the changes
in energy and intensity of these resonant transitions measured with XAS lead to fine
structure at the absorption edge (and hence the term NEXAFS). In their pioneering
work, Bluhm et al. used electron yield XAS (PEY-XAS, that is XAS via partial electron
yield measurement) to study the premelting of ice as a function of temperature for the
first time [8]. They are sensitive to the closest neighbors and for the O K-edge of water
therefore reflect the very local structure of water. The probing depth of XAS in electron
yield mode (PEY-XAS) is also related to the IMFP of the Auger electrons in matter,
approximately 2 nm for O-KLL Auger electrons, and provides surface sensitivity to the
technique. EY-XAS has been routinely used in recent studies [11, 16, 35–38] to measure
how adsorbed species can perturb the hydrogen bonding structure near the surface of
ice.

On the one hand, XPS provides us with chemically selective surface composition
information. This includes the degree of protonation of acids or bases, specifically also
for amines via resolving R NH2 and R NH +

3 from a deconvolution of the N 1s peak
(Figure 1) [39]. XPS also allows quantifying surface concentration and an estimate of
their density profile with depth [18, 38]. On the other hand, PEY-XAS spectroscopy
allows quantifying the coordination in the hydrogen-bonding network. This provides
direct insights into the perturbation that hexylamine produces to the ice surface region
and completes the characterization of the physical and chemical environment.

4.1.2 Methods

We have conducted the experiments on ice using the In Situ Spectroscopy (ISS) beamline
X07DB of the Swiss Light Source (SLS) at the Paul Scherrer Institute (PSI) in Switzerland.
The Near Ambient Pressure Photoelectron spectroscopy (NAPP) endstation [37, 39]
consists of a differentially pumped electron analyzer (ScientaOmicron R4000-HiPP-2)
connected to a high-pressure chamber via a 0.5 mm-wide aperture cone. The chamber
system used in the present work for the experiments with ice features a small volume
and a flexible gas dosing system [37]. On the beamline side, a 100 nm-thick silicon
nitride window connects the experimental cell to the beamline. This setup allows
photoelectron spectroscopy at high pressure (up to 10 mbar), sufficient to study ice
samples over a large temperature range from −100 °C to 0 °C, in equilibrium with
their respective vapor pressure. The ice is grown from water vapor deposition on a
sample holder, which is cooled with a variable N2 gas flow impinging on its back.
The N2 flow itself is cooled in liquid N2. Several gas lines allow dosing different
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species to the sample chamber; typically, we have a line of water to grow ice and keep
it stable, a gas line to dose common gases (O2, N2, Ar, He, CO2) and another line
to dose trace amounts of a gas of interest, eventually from a solid or liquid source
using a carrier gas. Different to the original description of the chamber [37] a 6 mm
outer-diameter PFA tube has been added in the gas dosing inlet from the leak valve
until just above the sample. This allows efficient transport of a sticky gas to the sample
holder and decreases retention at the walls. In addition, a new design on the head
of the cryo-holder ensures that the coldest spot is precisely located on a well-defined
location on the sample holder. This provides reproducibility to the location where the
ice nucleates and ensures that it equilibrates exactly at the measurement spot.

4.1.2.1 Dosing of gases

As mentioned previously, ice is grown in situ from water vapor. The water vapor is
dosed from a water reservoir to the chamber via a leak valve. A capacitance manometer
(MKS baratron 626A) is used to measure the pressure in the chamber with a 0.25%
precision and a detection limit of 5 × 10−3 mbar [38]. At the beginning of the exper-
iment, approximately 15 ml of liquid water (TraceSelect Ultra; Fluka) is poured into
the water reservoir and is freeze-pump-thawed three times to remove any dissolved
gases (mostly CO2). First, the desired water vapor pressure (corresponding to the
vapor pressure of ice at the intended temperature of the experiment) is adjusted with
the leak-valve and stabilized in the chamber. Note that during experiments, the only
pumping acting on the chamber is through the electron sampling aperture towards
the analyzer. Next, the sample holder is retracted by 1 mm (to give room for the ice to
grow) and the temperature is lowered to −80 °C to nucleate ice. At this temperature,
almost all of the water coming from the dosing line deposit and contributes to the
growth of ice. Once the desired ice thickness is obtained, the temperature is slowly
increased towards the target temperature (here, −20 °C) during at least 30 minutes to
allow the ice to recrystallize. A slight supersaturation ∼1% is maintained during the
measurement to ensure that the ice is not evaporating by compensating for the slightly
lower local pressure in front of the aperture. If the ice is growing, it will grow mostly
in the regions away from the measurement spot because the pressure drop in front of
the cone reduces the vapor pressure, but at the measurement position, the distance
between the ice and the cone remains constant [34]. Hexylamine was dosed using the
dosing system depicted in Figure 4.6. The content of the bubbler is specified in the
column ‘dosing’ in Table 4.6. In the case of the HA aqueous solution, the vapor pressure
of HA is given by the Henry’s law constant ( [40] however, there is a large variation
reported in the literature, see [41]): at a concentration of 32 mM, we have 1 mbar in the
gas phase at equilibrium. In addition, roughly 20 mbar of water are in the gas phase
(because it is an aqueous solution, T = 20 °C). Argon at ambient pressure (∼1000 mbar)
flows through the bubbler and equilibrates with the solution. After the bubbler, we
assume that the gas exchange is perfect and that argon carries 1 mbar of hexylamine or
a mixing ratio of 10−3, together with 20 mbar of water vapor (∼2%). After that, further
dilution (1-100x) at the exit of the bubbler is possible to adjust the mixing ratio of
hexylamine in the dosing line to the desired value. To our knowledge, freezing-point
depression data for aqueous hexylamine solutions don’t exist and we have to assume
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that our experimental conditions are within the ice stability domain. All tubing is made
of PFA to minimize the physisorption/chemisorption of hexylamine along the tubing
and facilitate its admission to the chamber. Opening the leakvalve from this line such
that the argon pressure in the chamber is 1 mbar allows reaching 10−3 to 10−5 mbar of
HA in the chamber. The version based on HA solution (data ref. 2) was later abandoned
because the depletion of HA in the bubbler was too fast compared to the duration of
acquisition. With pure HA (data ref. 3-4-5), we avoid the additional 2% water in the
carrier gas but we had what we think is condensation of HA in the leak valve, causing
trouble for the chamber pressure stability. The vapor pressure of HA is 8.9 mbar at
20 °C, 10.0 mbar at 22 °C, and 12.08 at 25 °C [42]. The room temperature was 25 °C and
we will make the assumption that the HA liquid is at 22 °C due to evaporative cooling.
In the May 2022 beamtime (data ref. 7), we used an ice bath to lower the VP of HA
compared to room temperature and avoid condensation in the dosing line. The vapor
pressure of HA is 2.3 mbar at 0 °C [42]. In order to grow ice, and later to keep it stable,
dosing water must be very precise. Because the water reservoir is at 23.15 mbar (vapor
pressure of pure water kept at 20 °C ), dosing water is more sensitive to the chamber
pressure than dosing the HA-containing argon, whose base pressure is atmospheric
pressure. For this reason, we start by dosing 1 mbar of argon from the hexylamine
dosing system (with the bubbler bypassed, thus pure Ar), and then add 1 mbar of
water (i.e., the water vapor pressure at the target temperature of −20 °C ). We use a
residual gas analyzer mass spectrometer (RGA 100, Stanford research) to monitor the
evolution of the gas phase partial pressures of argon, water and eventual traces of N2
and CO2. The hexylamine should appear at m/z=30 according to [43] but at the low
partial pressures used here, it remains below the detection limit of the RGA.

4.1.2.2 Data acquisition and analysis

Before the ice is prepared in situ, we characterize the sample holder surface with XPS
survey spectra to ensure that the carbon contamination is low enough and that no
other contaminations are present. As a rule of thumb, we consider that the gold coating
is sufficiently clean when the C 1s peak amplitude is below 1/10th of that of the larger
of the two Au 4f peaks. For survey scans, the pass energy is 50 eV, the photon energy
is 1000 eV, the kinetic energy is swept from 255 eV to 1000 eV with a step of 0.25 eV,
integration time at each step (dwell time) is 0.12 seconds. During the experiments,
we scan O 1s, N 1s, and C 1s regions with respective region iterations of 1, 5, and 3,
respectively, to give more acquisition time to the N 1s region, which exhibits the lowest
signal-to-noise ratio. For these high-resolution core level spectra, the pass energy is
20 eV, the photon energy is 700 eV, the kinetic energy is swept in a 20 eV-wide window
centered on the peak of interest with a step of 0.1 eV, and the dwell time is 0.2 seconds.
We use the O 1s signal intensity to monitor the ice stability. We consider the ice stable,
when the ice O 1s signal variation is less than 10% over a period of one hour. The signal
intensity allows to monitor the distance between the electron-sampling aperture and
the ice surface. Decreasing signal intensity is observed when the ice grows or retreats,
as the ice surface would get out of the focus of the electron optics. The background in
the N 1s and C 1s regions on clean ice are very important measurements because they
provide the reference background to compare the data of HA on ice. Once the clean
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ice is stable, we start to measure the XPS regions, to get the clean ice reference. Due to
the high gas phase pressure (about 2 mbar), the extent of charging of the surface of ice
is remaining small, and the apparent binding energy of the aliphatic C 1s reaches a
maximum of about ∼3.1 eV above the reference value of 285.0 eV [44]. After correcting
for charging using the aliphatic C 1s deconvoluted from the C 1s spectra during HA
dosing (there was no C 1s signal on clean ice, not even a pinch of adventitious carbon,
see Figure 4.1 ), the condensed phase O 1s appears 532.5 eV for Feb. 2022 data (data ref.
1 to 5), and 533.0 eV in the May 2022 (data ref. 6 and 7) and also in the LJ data. More
on this small variation in the discussion. This apparent binding energy value for the
condensed phase O 1s was used to correct for charging in the scans where the C 1s
signal is too weak.

The XPS spectra are averaged over a few hours to increase the signal-to-noise ratio
(SNR). Since there is no Shirley background function in Matlab, we subtract a second-
order polynomial fit of the background, as seen in Figure 4.7. Although a Shirley
subtraction would be a better approach to treat XPS backgrounds, a second-order
polynomial fit provides a better evaluation than a simple linear fit, especially for XPS
peaks with high-intensity backgrounds in the low KE region, as is the case for O 1s
measured at 165 eV. In the present work, this approach is sufficient for the purpose
of comparing peak areas. After subtracting the background and correcting for the
beamline offset, we perform a Gaussian deconvolution with the parameters displayed
in Table 4.3.

Oxygen 1s: It is important to fit this peak with enough freedom because the gas
phase component shifts differently than the condensed phase due to charging. Their
relative BE difference then varies as seen in Figure 4.9.

Carbon 1s: The carbon reference BE data are taken from [44]. Here we first fit the
main feature (C-C) and then use the C-C amplitude value to constrain the amplitude
of the C-N peak to 1/5th of that of C-C, corresponding to the case where we have
pure hexylamine. In addition, the carbon deconvolution uses 2 additional features
to describe adventitious carbon. We allow a little more flexibility on the FWHM and
position to fit the adventitious carbon (ice in absence of HA).

Nitrogen 1s: N 1s positions are constrained from a liquid jet XPS experiment (see
Figure 4.8) and from Brown et al. [39]. In particular, the binding energy difference
between R NH2 and R NH +

3 , ∆BE = 2.3 eV is an important constraint for the
deconvolution. On ice, the N 1s peak deconvolution is not satisfying with the 2 peaks
identified in the liquid jet data, therefore we add a feature with binding energy
BE=400.0 eV and leave it free to move by 0.5 eV (see discussion for its assignment). For
the width, we cannot simply apply the width found in the LJ XPS data, because the
energy resolution of the ISS beamline used for the experiment with ice is smaller than
that of the SIM beamline used for the liquid jet XPS experiments. However, we noticed
in the LJ that the width of the N 1s peak is in between those of O 1s and C 1s. Here, we
set it to 0.9 to obtain consistent fit quality.
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4.1.2.3 NEXAFS

We acquire the XAS spectra in the range from 515 to 560 eV. In order to avoid the
traveling photoemission peaks due to excitation of Argon, we choose to acquire in
fixed mode at a kinetic energy KE = 450 eV (window width of 5 eV at PE = 50 eV).
There should be no photoemission peaks traveling in this KE window. According to
Table 4.1, Ar 3p, Ar 3s are above the window, Ar 2p, Ar 2s are below.

Spectra are averages of several spectra. First, the spectra are normalized to the
photocurrent. Then the beamline offset is subtracted from the photon energy axis. A
series of processing steps are necessary in order to interpret the NEXAFS data. Briefly
(more details are available in Section 4.3.2.3), the averaged spectrum is normalized
to the photon flux. At this point, we remove the gas phase contribution. Finally, the
background is subtracted and the spectrum is normalized. From the processed data,
we extract information about the hydrogen-bonding network by deconvoluting the
spectra with 7 Gaussians. This approach was developed by Huanyu Yang [45] and is
based on other similar approaches [46, 47]. The 1st peak is associated with oxygen of
oxygenated carbon contaminations, the 2nd peak represents the pre-edge feature. The
3rd and 4th peaks are fitting the main edge; the 5th and 6th peaks are fitting the post
edge, the last peak is to account for the ionization edge, represented by the first half of
the Gaussian. Deconvolution constraints are given in Table 4.4. The pre-edge area is
the area of the second Gaussian. The main-to post-edge ratio is calculated from the
ratio of the area of the 3rd and 4th to that of the 5th and 6th Gaussians.

4.1.3 Results and discussion

Figure 4.1 shows photoelectron spectra of the N 1s and C 1s regions of 3 series, corre-
sponding to before, during, and after dosing 2 × 10−5 mbar of HA on the surface of ice.
The spectra on the top show the deconvolution of the spectrum during dosing. O 1s
data is shown in the supporting Figure 4.9. The data in Figure 4.1 represent a direct in
situ observation of reversible adsorption of HA on ice.

The poorer signal-to-noise ratio for N 1s compared to C 1s is due to the 6 times
lower concentration of N atoms, to the N 1s peak appearing on top of a substantial
background resulting from the O-KLL Auger emission, and to the assumption that the
N-head is pointing towards the ice and therefore is buried below a carbon layer, which
attenuates the photoelectrons from the N atoms.

We use the liquid jet XPS (setup as in [48]) N 1s spectrum of a 0.1 M aqueous HA
solution at pH equal to the pKa of HA (see supporting Figure 4.8) as a reference for
the deconvolution of the N 1s spectra on ice. On ice, the N 1s is composed of a third
component that we tentatively attribute to adsorbed neutral amine, R NH ads

2 , as
indicated in Figure 1. The adsorbed amine R NH ads

2 , has a slightly higher binding
energy than the solvated amine R NH2 for the same reason that gas phase water has
a higher binding energy than the condensed phase water (screening of the charge
created by the core hole in the condensed phase, see below). We don’t expect another
amine-derived nitrogen species at this BE. We have also moved spots from time to time
and could not find evidence that this peak could result from beam damage effects. We
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Figure 4.1: N 1s and C 1s spectra probing the interfacial region of ice at −20 °C (data set ref. 7).
Data were acquired with 700 eV photon energy and pass energy 20 eV. The spectra
on the bottom correspond to before, during, and after dosing 2 × 10−5 mbar of
HA on the surface of ice. The spectra on the top show the deconvolution of the
spectra during dosing (black dots are data from the black line), together with the
deconvolution Gaussians and their sum (red line).

also note that after closing the leak-valve, and thus after desorbing, no N-containing
species remained on the surface. The feature corresponding to the hydrated R NH2
is negative in this example and very small. We observe here that the peak area of
the component assigned to R NH +

3 is slightly larger than that of R NH2 adsorbed
meaning that the proton availability is sufficient for more than half of the adsorbed
hexylamine molecules to be protonated at such surface coverage.

The C 1s spectrum is deconvoluted with 4 Gaussians as indicated with the arrows.
The components from HA are deconvoluted with C-C and C-N, while the contributions
from adventitious carbon are fitted with C-O and C=O as indicated in the supporting
Table 4.3. The ice surface is very clean before and especially after dosing, as seen from
the C 1s spectrum. This shows that the adsorption is reversible and that the concen-
trations are not too high such that it would leave behind non-volatile contamination
traces after dosing. The observation of reversible adsorption is consistent with the
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behavior of other volatile organic compounds, such as acetone, alcohols or carboxylic
acids [49].

The O 1s spectra shown in the supporting Figure 4.9, exhibit two components, one
related to gas phase water between the sample and the electron sampling aperture
and the other attributed to condensed phase water in ice. The substantial width of the
condensed O 1s component results from the range of different configurations water
molecules experience [50]. The binding energy difference between the condensed phase
and the gas phase peak is due to the screening of the charge created by the corehole in
the condensed phase [50]. Two features are apparent when considering the averaged
spectra in the supporting Figure 4.9. First, the condensed phase O 1s component is lower
in presence of HA, which is due to the attenuation of the photoelectrons by the layer
of adsorbed HA on the ice surface (see attenuation model below). Second, the binding
energy difference between the condensed phase and the gas phase components is larger
in presence of HA. Several aspects make it difficult to quantitatively understand this.
The pure ice is insulating, and thus the ice is charging due to photoemission, though by
only a few eV due to the neutralizing effect by ions generated in the gas phase. Since
the gas phase water molecules do not experience the same potential as the ice surface
because they are closer to the grounded electron sampling aperture, the gas phase peak
is shifting less than the condensed phase peak, which was set to 533.0 eV (literature
value) to correct for the charging. Upon adsorption of HA, however, the sample gets
more conductive (due to the ammonium ions). This leads to reduced charging, and
thus a larger apparent BE difference to the gas phase peak. Adsorption of HA may also
lead to a change in the work function at the ice surface. With an ideally conducting
sample, the measured BE is only sensitive to the spectrometer work function, while
within the insulating sample, it also depends on the sample work function [51–54].
Therefore the apparent differences in BE between condensed phase and gas phase
peaks are difficult to understand in detail. Some widening of the ice-related peak ( see
supporting Figure 4.9) indicates either effect of differential charging or small variations
over time during the acquisition of the series of spectra used for averaging.

The upper plot of Figure 4.2 shows the time evolution of the different XPS peaks
from Figure 4.1. The area from deconvolution is normalized to the total cross-section
of the respective element at hv=700 eV. These normalized intensities are then ratioed to
that of O 1s of ice, measured at the same photon energy, which cancels the influence
of the photon flux and of slight changes in the sample – aperture distance. However,
the ratios do not directly reflect elemental ratios, as the three elements are measured
with different probe depths (same photon energy, but different kinetic energy). The
total hexylamine carbon, labeled "HA carbon" in Figure 4.2 represents the two peaks
assigned to HA: C-C and C-N (assuming that adventitious carbon doesn’t contribute
to these peaks). The total hexylamine nitrogen, labeled "HA nitrogen", is the sum of
the different nitrogen features i.e. R NH2 , R NH +

3 , and R NH ads
2 . The C/O and

N/O y-axis are scaled with a factor 6:1 to represent the atomic ratio of HA, keeping in
mind that the signal ratio is not exactly the atomic ratio. We notice that the observed
C/N ratio is indeed around 6. Adv. Carbon and R NH2 are not shown in this graph
to improve readability. We dose 1 × 10−5 mbar for 2 hours and then 2 × 10−5 mbar for
4 hours. The lines trace again the increase of all signals from a clean background upon
dosing HA and their decrease to a clean background after dosing. The C 1s and N 1s
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Figure 4.2: Time evolution of data set 7 (experiment from Figure 4.1 i.e. 2 × 10−5 mbar of
HA on ice at −20 °C). The time step is 10 minutes. The main panel shows C/O
in brown with individual contributions from C-C and C-N. HA carbon is the
sum of these 2 contributions. The N/O ratios are shown in blue with individual
contributions from protonated and adsorbed HA. HA nitrogen is the sum of
protonated, adsorbed and unprotonated HA. Unprotonated HA (R NH2) is not
shown in Figure 4.2 because the signal is very noisy and doesn’t significantly
contribute to the total HA nitrogen. For the sake of legibility, C 1s and N 1s
smoothed with 3 and 5 points, respectively. The bottom panel displays ∆BE, the
difference between the observed BE fitted from the ice O 1s raw data and the
reference BE of 533.0 eV. The horizontal bar in the middle of the 2 panels shows
the HA concentration dosed in the gas phase.

start to rise 1.5-2 hours after the start of dosing, slightly before the increase of dosing
from 1 to 2 × 10−5 mbar. Most probably 2 hours is the time required to passivate the
walls and establish the set partial pressure in the vicinity of the ice sample. Local
adsorption equilibration occurs at a much faster time scale than this passivation of
all surfaces. The first shoulder in the C/O ratio of 1.8 is due to the lower partial
pressure of 1 × 10−5 mbar and the second C/O increase to 2.4 is due to the higher
partial pressure of 2 × 10−5 mbar. We note that the decrease of signal upon stopping
dosing is faster than the increase; obviously, the time scale for the passivation of lines
before that 3-way valve bypassing the HA bubbler (see supporting Figure 4.6) is more
important than the time scale of desorption from the surfaces starting from that valve
through the leakvalve and down to the sample and within the sample cell.

The bottom plot in Figure 4.2 shows the BE energy difference between the gas
phase and the condensed phase peaks discussed above, tentatively attributed to a
combination of changes in sample conductivity and in work function, now as a function
of time. Obviously, this parameter closely follows the XPS signals and seems especially
sensitive to small changes early on, when the changes in the XPS signals were still
within the noise.
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In order to interpret the data shown in Figure 4.2, we use an attenuation model
described in the Section 4.2. In this model, adsorbed hexylamine (C6H15N) is assumed
to be homogeneously distributed on the surface, represented by a layer of hexene
(C6H12) covering a layer of ammonia (NH3), which in turn sits on top of the ice.
We thus assume that the hydrophilic amine group interacts closely with ice, while
the hydrophobic aliphatic tails avoid the surface. The model allows calculating the
photoemission signals and taking into account their attenuation, based on the assumed
structure, and also taking into account the fact that kinetic energies associated with the
measurement of O 1s, C 1s and N 1s are different (and thus the corresponding inelastic
mean free paths), as the photon energy was the same. The attenuation is mostly relevant
for the N 1s signal and for the O 1s signal, where the difference in absence and presence
of HA is obvious (see appendix, Section 4.2.2, Figure A1). Assuming a saturated
monolayer surface concentration of 3.0 × 1014 molecules/cm2 for hexylamine, based
on a range of values determined for other organic gases (alcohols and acids [49]), the
model returns a value for the N/O and C/O normalized signal intensity ratio: 0.13 and
1.4, respectively. Taking into account 30% uncertainty associated with the monolayer
coverage value, the confidence ranges are: 0.097<N/O<0.19 and 0.92<C/O<2.2. more
details in the appendix, Section 4.2.3. Additional systematic uncertainties arise from
the model assumptions, e.g., the fact that in the model the nitrogen heads are not
buried within the top water layers of ice.

From comparing the estimated ratios with those observed, we can say based on the
C 1s signals that we have about 1 monolayer, taking the upper uncertainty value for the
monolayer. However, even taking the upper end of the error range, the measured N/O
value is too high for a monolayer. In addition, the C/N ratio is very close to 6 (the y
axes in Figure 4.2 are scaled with a factor of 6 as there are 6 carbons for 1 nitrogen in
HA), which suggests that the HA molecules are not all pointing down as assumed in
the model(C/N∼10), but rather lying sideways, leading to an equal sensitivity for N
and C. We note that the melting point of HA is −22.9 °C. Figure 4.3 shows in a bar
graph the results from different experiments. The first three bars are liquid jet XPS data
of hexylamine solution (0.1M) measured at 3 different pH (see x-ticks labels). See also
supporting Figure 4.8. The prevalence of the neutral amine and the ammonium species
at pH above and below the pKa of 10.2, respectively, is as expected. We note that at the
same solution concentration the neutral hexylamine has a higher preference for the
interface than the charged hexylammonium, mostly driven by electrostatic effects that
leads to the ion being drawn further into solution, which is similar to the behavior with
acids [35] [55]. For the purpose of the present study, these measurements mainly serve
as reference. The 4th bar (data set 7) represents the equilibrium reached at the end of
the experiment with 2 × 10−5 mbar of HA on ice at -20°C (same data as in Figure 4.1
and Figure 4.2). The 5th bar (data set 2) is from the experiments of HA on ice at -20°C
with ∼10-4 mbarof HA and the 6th bar (data set 5) is HA on ice at -30°C, with more
than 10-4 mbar of HA because there was significant virtual dosing (from the walls after
exposure of 10-3 mbar).

On the liquid jet data, we see as expected that the most basic solution contains mostly
unprotonated amine while the most acidic one is fully protonated. At pH=10.2=pKa,
we observe that the ratio of protonated to unprotonated is roughly 1:1, as expected.
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Figure 4.3: N/O ratios measured during different liquid jet (data labeled with pH value)
and the ISS beamtimes (ice data set 7, 2 and 5). Respectively, the temperature of
the ice data are -18.2°C, -19°C and -30°C and the HA dosing are 2e-5, 1e-4 and
between e-4 and e-3 mbar, as described in SI 1.3. The fraction of protonated and
unprotonated is indicated by the red and the blue color, respectively. The bars
are ordered from left to right by increasing estimated surface concentration of
HA. The shaded area indicates the expected N/O ratio for a saturated monolayer
coverage, derived from the model calculation. The table in SI 2.3 summarizes the
deconvolution results for the different experimental data.

Surprisingly, we see on the ice data that set 2 has lower N/O overall than data set
7, even though data set 2 has a five-time higher HA gas phase concentration, and
both data sets are roughly at the same temperature. Our interpretation is that in both
cases, we probably have a saturated monolayer of HA, and the difference in N/O is
nothing else than the uncertainty due to the low signal-to-noise ratio of N 1s. Within
this uncertainty, we can say that the amount of protonated HA is about the same in
the three ice data. Only the unprotonated seems to significantly increase in the ice
−30 °C data (data set 5), probably due to the higher gas phase concentration. If the
protonated amine at −20 °C and low coverage seems to dominate, we observe almost
equal partitioning of R NH2 and R NH +

3 at −30 °C and higher gas phase dosing. We
see that the colder ice −30 °C leads to higher coverage of HA than the ice at −20 °C. In
turn, it seems, that the ice at −30 °C has the same proton availability as ice at −20 °C
and that additional amine can only adsorb in the unprotonated form. The protonation
of hexylamine depends on the self-ionization of water molecules to provide protons
and the availability and mobility of these protons in the QLL. Above 1 × 10−4 mbar
(data set 5), we probably enter the domain of hydrates or other condensed phases,
such as bilayers, micelles, or other complex structures.

Figure 4.4 shows the oxygen K-edge NEXAFS spectra of HA adsorbed on ice at
−20 °C and −30 °C (data set 2 and 5) together with liquid water and clean ice references.

We observe in Figure 4.4 that the liquid water spectrum differs from that of the
clean ice at −20 °C in three different regions: (1) at the pre-edge (535 eV), the liquid
spectrum has a little shoulder; (2) in the main edge (536-539 eV), the liquid spectrum
exhibit higher absorption; (3) and at the post edge, the liquid has lower absorption
than the clean ice spectrum. These differences have been interpreted as a decrease in

82



Figure 4.4: XAS spectra of HA adsorbed on ice at different temperatures. HA gas phase
concentrations are 10−4 mbar for HA on ice −20 °C and between 10−4 and
1 × 10−3 mbar for HA on ice −30 °C. The data used in this figure are data set 1, 2,
5, 8 for liquid water, HA on ice −20 °C, HA on ice −30 °C, and clean ice −20 °C,
respectively. The spectra are smoothed with 5 points (running average on 1 eV).

the number of water molecules in strong symmetric tetrahedral hydrogen bonds as
in ice and an increase in weak asymmetric hydrogen bonds as in liquid water [47, 56,
57]. The HA on ice −20 °C spectrum shown in Figure 4.4 is in between the liquid and
ice reference, suggesting that the hydrogen bonding structure is slighly disordered
within the probing depth of the measurement. Yet, the HA on ice at −30 °C is merely
identical to the ice reference, in the regions discussed above. To be more quantitative,
we extract the pre-edge signal and the main-to-post-edge ratio from these spectra
using the deconvolution methods described in [58] and similar to [46, 47]. The fitting
parameters are described in supporting Table 4.4. After deconvolution, the pre-edge
intensity is given by the area of the second Gaussian and the main-to post-edge ratio
is calculated from the ratio of the 3rd and 4th to 5th and 6th Gaussians.

Figure 4.5 shows the liquid-like and the ice-like character for the different datasets
(data set 1-8). On the x-axis, A and B refer to two analysis pathways to extract
disorder information from NEXAFS, based on the pre-edge and main/post-edge ratio,
respectively. In the bottom rectangular box labeled ‘ice-like’, we can see the ice −20 °C
reference data (1), another clean ice data (6) and HA on ice at −30 °C (5). In the top box
labeled ‘liquid-like’, we see the liquid reference (8) and several HA on ice at −20 °C
data (2,3,4,7). See supporting Table 4.6 for the complete details about experimental
conditions.

In general, we see a good correlation with temperature: the colder HA on ice at
−30 °C lies in the ice-like region while the HA on ice at −20 °C has a liquid-like
character, which is consistent with the temperature evolution that we observe with
pure ice [8]. Surprisingly, when looking more carefully at the −20 °C data (data set 1,
2 3 4 6 7) we find that data 2 is in between data 1 and data 7, which is not the order
that we would expect from the HA gas phase pressure which are 1 × 10−4 , 0 and
2 × 10−5 mbar, respectively. We can speculate that as the HA concentration increases
from 0 to 2 × 10−5 mbar, the HA induces disorder on the ice surface; but as we reach a
saturation level (data 2, 4, 3) the LL feature then decreases due to R NH2 ‘pulling’ on
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Figure 4.5: Liquid and ice character for different experimental conditions. On the x-axis,
A and B refer to two analysis pathways to extract disorder information from
NEXAFS, based on the pre-edge and main/post-edge ratio, respectively. In the
bottom box labeled ‘ice-like’, we can see the ice −20 °C reference data (1), another
clean ice data (6), and HA on ice at −30 °C (5). In the top box labeled ‘liquid-like’,
we see the liquid reference (8) and several HA on ice at −20 °C data (2,3,4,7). See
supporting Table 4.6 for the complete details about experimental conditions.

the dangling –OH of the ice, as seen in [25]. Looking at colder temperatures, we have
only data ref. 5 at −30 °C which is ice-like despite the high HA (10−4 to 10−3 mbar).

For comparison, the surface disorder induced by 10−4 mbar of HA partial pressure on
ice at -20°C (data ref. 2,3,4,7) is similar to that observed on ice at the same temperature
with ≃ 10−7 mbar of HCl partial pressure1 [11]. A Weaker acid, HNO3

2 dosed with a
partial pressure of 1.3× 10−3 mbar on ice at -40°C, induced a comparable3 perturbation
of the hydrogen bonding network [19] as data ref. 5 (at -30°C) from this work.

4.1.4 Conclusions

We have observed with in situ XPS the adsorption and desorption of HA from an ice
sample at −20 °C. We have measured high coverage (about one monolayer) already at a
partial pressure of 2 × 10−5 mbar. A bit more than half of the hexylamine is protonated
at such coverage which suggests that protons are available on the surface of ice at
−20 °C. It would be interesting to do the same experiment at a higher temperature (for
example, −10 °C) to see if the thicker QLL can host more HA or if the HA penetrates
deeper into the ice.

At −20 °C, the surface coverage obtained under 2× 10−5 mbar of HA partial pressure,
the HA increases the fraction of water molecules in disordered configurations, as seen

1 Pressure estimated from XPS measurement and crude extrapolation from the Langmuir constant, thus
highly uncertain. The same experiment with 10x lower HCl concentration didn’t lead to any observable
change in the O K-edge XAS.

2 produced by NO2 hydrolysis on ice
3 the original publication has fitted the XAS spectra of ice + HNO3 with a linear combination of 80% ice

and 20% HNO3 solution
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with PEY-XAS. At −30 °C however, no perturbation of the hydrogen bonding network
has been observed, despite the higher HA partial pressure in the gas phase.
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Appendix: Model to estimate the XPS signal 
intensity ratio C/O and N/O for hexylamine on ice 

 

We assume that the nitrogen head of adsorbed hexylamine is pointing towards the interior of ice. To 

take into account the attenuation of the N 1s signal due to the aliphatic carbon tail above it, we make a 

2-layer model shown in the figure below to represent hexylamine on ice: Hexylamine (C6H15N) -> 

hexene (C6H12) + ammonia (NH3). Of course, the ‘reality’ looks a bit different! At least for the hydrated 

RNH2 and RNH3+ the N mixes with the top layer of water.  

 

 

 

 

 

 

 

 



 

 

For the sake of simplicity, we set the density of hexene and ammonia to 0.77g/cm3, corresponding to 

that of hexylamine. We set 𝑑𝐶 =
6

7
𝑑𝐻𝐴, and 𝑑𝑁 =

1

7
𝑑𝐻𝐴, corresponding to the atomic ratio of C and N in 

HA. Naturally, we have 𝑑𝐻𝐴 = 𝑑𝑁 + 𝑑𝐶 . The IMFP at the respective KE are retrieved from QUASES 

software for each material at the imposed density of 0.77g/cm3. The KE is calculated for a photon 

energy hv=700 eV.  

region KE [eV] IMFP in 𝑪𝟔𝑯𝟏𝟐 IMFP in 𝑵𝑯𝟑 IMFP in Ice IMFP that we use: 

C1s 415 𝑒𝑉 1.436 1.47 1.785 𝜆415 = 1.45 𝑛𝑚 

N1s 300 𝑒𝑉 1.137 1.165 1.425 𝜆300 = 1.15 𝑛𝑚 

O1s 165 𝑒𝑉 0.768 0.791 0.992 𝜆165 = 0.78 𝑛𝑚 

 

We see that despite higher density, IMFP in ice is larger than in hexene or ammonia whose density is set 

to 𝜌 = 0.77 𝑔 ∙ 𝑐𝑚−3. For the sake of simplicity (to avoid triple integral) we use the IMFP of the last 

column. This simplification overestimates the self-attenuation in ice, if we trust the IMFP value for ice. 

We can then calculate the expected surface concentration as seen by the XPS measurement:  

𝑆𝐶 ∝ 𝑛𝑐 ∫ 𝑒
− 

𝑥
𝜆415

𝑑𝐶

0

𝑑𝑥 

𝑆𝑁 ∝ 𝑛𝑁 ∫ 𝑒
− 

𝑥
𝜆300

𝑑𝐶+𝑑𝑁

𝑑𝐶

𝑑𝑥 

𝑆𝑂 ∝ 𝑛𝑂 ∫ 𝑒
− 

𝑥
𝜆165

+∞

𝑑𝐶+𝑑𝑁

𝑑𝑥 

where 𝑛𝑥 = Nx ∙ 𝜌𝑥 ∙
𝐴𝑣

𝑀𝑥
 is the atomic number density in [#/cm3], 𝜌𝑥 is the density of the material 

[g/cm3], Mx is the molecular mass, and Nx is the number of atoms of interest in the molecule i.e. 6 
for carbon in hexene, 1 for nitrogen in ammonia and 1 for oxygen in water. 



 
Figure A1: Calculated XPS intensity as a function of HA thickness. The blue x-axis represents the 
conversion of HA thickness into equivalent surface coverage. The vertical blue line indicates the 
thickness of HA, at which we have a saturated monolayer. The value in surface coverage is 3e14 
molecules/cm2. The oxygen signal at thickness = 0 is about 2 times lower than the carbon signal at 
the infinite thickness. This depends on the atomic number density , which is slightly higher for hexene 
but is mostly due to the IMFP of oxygen electrons detected at 165eV kinetic energy. The C1s probes 
~2x deeper volume.  

 
 
  



 
Figure A2: Calculated C/O and N/O ratio as a function of the HA thickness, or equivalent surface 
coverage. From the graph, we can read the value for the N/O and C/O ratio that we expect for a 
monolayer: 0.1348 and 1.3856, respectively. Taking into account 30% uncertainty from the monolayer 
coverage value, we can say 0.0970<N/O<0.1901 and 0.9211<C/O<2.1614. Intuitively, we would 
expect C/N ratio to be 6, but since we have more attenuation in the N signal due to the carbon 
covering it, this ratio is higher, around 10. On this topic, we can also consider adv. Carbon which 
would contribute to the C1s signal and attenuate the N1s and O1s, therefore increasing the C/O 
value. There could also be adventitious nitrogen, generated from beam-damaged hexylamine. 
 

 
 
Table A1: The lower, best and higher estimate of the N/O and C/O 

 Lower estimate Expected value Higher estimate 

N/O 0.0970 0.1348 0.1901 

C/O 0.9211 1.3856 2.1614 
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Supporting information for the manuscript in preparation, which will be published
as: Gabathuler, J. P., Manoharan, Y., Artiglia, L. & Ammann, M. “Adsorption of Hexy-
lamine on ice, as seen by near ambient pressure XPS” (in preparation)

4.3 Supporting information

4.3.1 Dosing system

Figure 4.6: Dosing system that we have used to dose water vapor and hexylamine (HA)
during the different experiments reported in this publication. The content and
the temperature of the bubbler have been optimized from beamtime to beamtime
and is specified in the column ‘dosing’ of the table in Table 4.6. The leak valve
for water vapor was adjusted to maintain a constant partial pressure of H2O of
1 mbar in the chamber. The leak valve for the Ar/HA mixture was adjusted to
obtain a constant partial pressure of Ar of 1 mbar in the chamber. Changing the
liquid composition of the bubbler allowed to precisely control the HA gas-phase
partial pressure in the range 10−6 to 10−3 mbar. The chamber’s gas then flows to
the analyzer, via the cone aperture. MFC denotes mass flow controller.

4.3.1.1 Argon

Table 4.1: Argon presents XPS traveling peaks with the following binding energies:

Region: Ar 2s Ar 2p Ar 3s Ar 3p

BE [eV] 326 250 29.3 15
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4.3.2 Experiments & analysis

4.3.2.1 Background subtraction

Figure 4.7: O 1s spectra example together with the second order polynomial fit to subtract
the background

4.3.2.2 XPS peak fitting

Table 4.3: Constraints used for peak fitting with Gaussians. Binding energy positions are
taken from [2].

O 1s
gas

phase

O 1s
ice

C 1s
C-C

C 1s
C-N

C 1s
C-O
adv.

C 1s
C=O
adv

N 1s
NH2

N 1s
NH2
ads.

N 1s
NH3+

Position [eV] 535.0
±1

532.4
±1

285.0
±0.05

286.0
±0.05

286.5
±0.10

288.25
±0.25

399.4
±0.05

400.0
±0.5

401.7
±0.05

FWHMa[eV]
1.665 0.5

±50%
1.0

±50%
0.8

fixed
0.8

fixed
0.8

±10%
1.0

±50%
0.9

fixed
0.9

fixed
0.9

fixed

a FWHM= 1.665*c where c is the width in the Gaussian form a*exp(-((x-b)/c)2)
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4.3.2.3 PEY-XAS analysis

The NEXAFS data is processed with the following steps:

1. Import - the first step is to import the data from the h5 file structure, which is the
output file of the PShell software that is used to communicate with the electron
analyzer. At this step, the beamline shift corresponding to the monochromator
offset is corrected on the photon energy value. Here we use 1.6 eV, which is a
typical offset of our monochromator, based on the water gas phase 2b2 peak.

2. Average - After importing, the repetitions that are overlapping within a tolerance
of 10%/hour are selected, and averaged. This ensures that only spectra are
averaged, during which the ice is stable during acquisition. Ice growing towards
or retracting away from the sampling aperture would lead to loss of signal
intensity.

3. I0 – the spectra are normalized to the photon flux. The photon flux is measured
with a photodiode (AXUV100GDS from ITW Opto Diode) at the location of
the sample, usually measured in vacuum at the end of each beamtime. The
photon flux measurement allows taking into account any absorption feature
such as oxygen contaminations in the beamline optics, which might change from
beamtime to beamtime. This specific beamline has the particularity to contain
a high fraction of second-order light (45% at 500eV and 37% at 600eV), which
may lead to underestimating such absorption features. The calculation of the
first order flux as well as the gas phase absorption for the actual pressure of the
experiment is performed at this step in the analysis.

4. Water gas phase removal – this step allows removing the gas phase contribution
in the PEY-XAS spectra. Indeed, the electrons are sampled from the surface of
the ice, but also from the gas phase within the volume, which is intersected by
the X-ray beam and which is within the acceptance volume of the analyzer. The
contribution of gas-phase water is removed in a way that the points between 534
and 534.4 eV are aligned with the linear pre-edge background. This is based on
the assumption that oxygen in carbon-oxygen bonds does not contribute in this
range and also that it is below the rise of pre-edge of the O K - edge.

5. Background - the background is removed as a linear fit to the region 517-530eV.
Since the second order light produces most of the background in PEY-XAS, and
its fraction may vary between experiments, we allow ourselves to vary the slope
of the background fit such that the resulting main edge average intensity from
537.6 to 541.6 eV is 2.2 that of the tail from 556.6 to 561.6 eV, as calculated from
the spectra of figure 1C in [3]. With such treatment of the background, the final
spectra should cross at the isosbestic point (539.2eV) and the tails should meet at
560 eV after normalization [3].

6. Normalization – the spectra is finally normalized to the tail [556.6-561.6eV]
however, normalizing to the main edge ([537.6-541.6]) would give the same result
because of the manipulation in step 5).
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7. Smoothing – the spectra in Fig. 4 has been smoothed using the Matlab® smooth
function with 5 points or 1 eV.

4.3.2.4 Deconvolution signal extraction

Table 4.4: Fitting parameters to represent O K-edge spectra by 7 Gaussian components. The
fit uses the least squares method in the range 515 eV to 545 eV.

Peak no 1 2 3 4 5 6 7

Designation C=O Pre-
edge

Main
edge

Main
edge

Post-
edge

Post-
edge

Back-
ground

Position range [eV] 532.0-
532.5

534.7
(fixed)

536.2-
536.5

537.7-
538

539.7-
540

540.7-
541

545-
550

FWHMa[eV]
1.665 0.5-1 0.5 1 1.5 1 3 7

a FWHM= 1.665*c where c is the width in the Gaussian form a*exp(-((x-b)/c)2)
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Table 4.6: Experimental description of the different data sets presented in the main text. RT
denotes room temperature.

Data
set #

Sample BT Sample
Temp.

Gas phase HA
dosing

Comment

pH=
8.2

0.1M HA
solution,
pH=8.2

dec. 2021 RT vacuum Does not
apply

Liquid jet
XPS

pH=
10.2

0.1M HA
solution,
pH=pKa

dec. 2021 RT vacuum Does not
apply

Liquid jet
XPS

pH=
12.2

0.1M HA
solution,
pH=12.2

dec. 2021 RT vacuum Does not
apply

Liquid jet
XPS

1 Clean ice 23.02.2022 -19.9 1 mbar H2O
1 mbar Ar

No dosing Reference

2 HA on ice 24.02.2022 -19.0 1 mbar H2O
1 mbar Ar

10−4 mbar HA

from
32 mM

HA
solution

Bubbler at
RT

3 HA on ice 24.02.2022 -19.0 1 mbar H2O
1 mbar Ar

10−3 mbar HA

from pure
HA

Bubbler at
RT. Conden-

sationa

4 HA on ice 24.02.2022 -19.0 1 mbar H2O
1 mbar Ar ∼

10−3 mbar HA

from pure
HA

Bubbler at
RT. HA

bypassed,
dosing from

the walls.

5 HA on ice 25.02.2022 -29.0 0.4 mbar H2O
1 mbar Ar
10−4 to 10−3

mbar HAb

from pure
HA

Bubbler at
RT.

6 Clean ice 26.05.2022 -18.2 1 mbar H2O
1 mbar Ar

No dosing

7 HA on ice 27.05.2022 -18.2 1 mbar H2O
1 mbar Ar

2·10−5mbar HA

from pure
HA at
0 °C

Bubbler
immersed in
an ice bathc.

8 Liquid
water

March
2019

+0.5°C 6.4 mbar H20 No dosing Referenced.

c a Condensation of HA on lines and in the leak valve, perturbating the flow to the chamber.
c b Dosing 10−4 and dosing from the walls. Dosing 10−4 didn’t change the C 1s spectra compared to not

dosing. There was 103 mbar in the chamber the day before.
c c This seemed to be the best dosing approach for low partial pressures of HA
c d This liquid water reference was a thin water film condensing on the sample holder 99



4.3.3 Beamtime data

Figure 4.8: Liquid jet N 1s spectra of 0.1M HA solution at pH=pKa. The binding energy
difference between the R NH2 and R NH +

3 is 2.3 eV, in agreement with Brown
et al. [4].
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Figure 4.9: From top to bottom: fit of the O1s spectra before, during, and after dosing
2 × 10−5 mbar of HA. A lump charging correction of 3.0 eV is applied to all
spectra (no fine charging correction).
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4.3.3.1 Summary N/O

Table 4.8: Results of deconvolutions for the different experimental conditions, expressed as
the ratio of the area of the N 1s component to that of the condensed phase water
O 1s component. We have kept the R NH2 peak at 399.4 eV for consistency with
respect to the liquid jet analysis even though the fit is very small. We allow the
fit to be negative to avoid the build-up of a signal from the noise. Figure 4.3 in
the main text only shows values for the protonated and unprotonated species,
respectively, where the values for the unprotonated species are the sum of the
areas of the components related to R NH2 and R NH ads

2 .

Data ref. # LJ 8.2 LJ 10.2 LJ 12.2 7 2 5

R-NH3+ 0.0381 0.0253 0.00031891 0.1938 0.1423 0.2340

R-NH2 ads 0 0 0 0.1244 0.1967 0.1875

R-NH2 0.0024 0.0268 0.0826 -0.0113 -0.0980 0.0299

Protonated 0.0381 0.0253 0.00031891 0.1938 0.1423 0.2340

Unprotonated 0.0024 0.0268 0.0826 0.1130 0.0987 0.2174
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5
ADDITIONAL EXPERIMENTS

This chapter is dedicated to several additional studies that I have done during my
Ph.D. and are relevant to the thesis. This chapter consists of:

1. a study of the surface disorder as a function of temperature in liquid water. This
study provides additional context to the temperature dependence of the PEY-XAS
spectra used to assess the QLL on ice (Chapter 3).

2. a proof-of-principle of the PEY-XAS depth profile. This section is an application
of the relationship between the kinetic energy window and the mean probing
depth in PEY-XAS (Equation 3.2), that has been established with the Monte Carlo
simulation (Chapter 3).

3. a study of the direct impact of total pressure on the QLL. The Monte Carlo
simulation results (Chapter 3) demonstrated that gas phase scattering reduces
the probing depth and hence, that gas phase pressure could be a confounding
factor in the assessment of the temperature dependence of the QLL (Chapter 3).
This study completes the analysis of the role of the gas phase by observing its
direct impact on the surface disorder.

Separated, none of these studies are complete enough to constitute a publication
however, they provide additional context and open new insights for future experiments.
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5.1 Surface disorder in liquid water: a temperature dependence

The structure of the hydrogen-bonding network at the surface of the ice and its temper-
ature dependence has been covered in Chapter 3. Here, I present a study of the same
observable but on the liquid-gas interface. In this section, we investigate the coordina-
tion of water molecules in the hydrogen bonding network at the surface of liquid water.

Water and life are intimately linked [1]. Proteins don’t fold into their functional
shape and enzymes don’t work in the absence of water molecules. No other liquid
can replace water, and water possesses anomalous properties in comparison to other
liquids such as a high boiling and melting point, a high latent heat, a high density in
its liquid phase, and a high surface tension. Even more puzzling, the density increases
upon cooling until it reaches a maximum at 4°C. Then, the density decreases from 4°C
towards supercooled temperatures, as if tiny ice crystals were forming within the liquid
but without triggering bulk crystal growth in this temperature range. These unexpected
bulk properties are attributed to the specificity of water to form hydrogen bonds. If
the hydrogen bonds were 7% stronger or 29% weaker, water would not be liquid
at the average temperature on the surface of Earth (∼ 14°C), and the temperature
of maximum density (4°C) would disappear if the hydrogen bonds were just 2%
weaker [2]. Most probably, life would not exist on Earth as we know if there was no
hydrogen bonding between water molecules [3].

By definition, liquid water has no fixed structure: molecules are free to move within
the body of the liquid and are interacting with each other by forming, breaking, and
reforming hydrogen bonds. Yet, these hydrogen bonds impose a certain degree of
order in this molecular jumble [4]. The lifetime of hydrogen bonds is about 0.1 ps
at 100°C, 1 ps at 0°C, and 20 ps at -20°C [2]. The energy involved in forming and
breaking hydrogen bonds is on average 23.3 kJ mol−1, corresponding to about half1 of
the enthalpy of vaporization [5]. Neutron scattering studies and results from computer
simulation support the idea that a water molecule is on average bonded to 4 other
water molecules in the constantly reorganizing hydrogen bonding network. Other
more recent studies claim that a water molecule in liquid binds on average to only 2
other molecules and that the structure of liquid water is made of chains and rings [6].
Despite its vital importance for life, the structure of water is poorly understood [4].
To learn more about hydrogen bonds in liquid water, we take advantage of the near
ambient pressure partial electron yield X-ray Absorption Spectroscopy (PEY-XAS)
technique to directly probe the structure of the hydrogen bonding network, that is, the
number and spatial arrangement of the hydrogen bonds within the first neighboring
water molecules, as a function of temperature.

The liquid water data were acquired at the Swiss Light Source (SLS) with the liquid
jet chamber [7] at the SIM beamline [8]. A linear background fitted in the range 527 to
532 eV has been removed and the spectra are normalized to the total area. No further
data processing steps have been i.e. the normalization for photon flux, gas phase sub-
traction, higher-order light consideration, and beamline offset have not been treated.
The data here is meant to be compared with itself and requires further processing in

1 assuming that there are 2 hydrogen bonds for each water molecule
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order to be compared with the literature data. The gas phase data were acquired at the
ISS beamline [9] and have been corrected for the monochromator offset (1.6 eV).

Figure 5.1 shows, on the main panel, the PEY-XAS spectra of liquid water at two
different temperatures. The red spectrum was acquired at room temperature (≃ 20◦C)

Figure 5.1: PEY-XAS spectra of liquid water at 0°C and 20°C. Acquired at a KE window of
412 to 437 eV

and referred to as the "warm water" spectrum. The blue sprectrum was acquired while
the water was traveling through a cooling hose whose temperature was set to 0◦C and
referred to as the "cold water" spectrum. The warm and cold water spectra are the
average of 2 and 3 consecutive measurements, respectively. The background has been
removed and the spectra are normalized to the total area. Shown in black on the upper
plot, is the difference between the warm and the cold water spectra normalized to the
post-edge intensity of the warm water spectra i.e. Warm−Cold

Warm(540eV)
[%]. In doing so, small

differences are shown more clearly and allow for a better comparison of the spectral
features and their intensities. The gas phase water spectrum is shown in light blue for
comparison. Both warm and cold water spectra have generally similar features, which
are a pre-edge at 535 eV, a main-edge at 538 eV, and a post-edge at 540 eV. See also the
spectral description in Chapter 3. Small but noticeable differences are indicated by the
letters A, B, and C. Features A and B in the figure seem to coincide with the gas phase
peaks. This can be explained by the difference in the water vapor pressure above water
as a function of temperature. Warm water has a higher vapor pressure than cold water
and therefore, the gas phase contribution to the PEY-XAS in Figure 5.1 between them
should not be identical. However, the liquid jet data has not been corrected for the
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monochromator offset (if any) of this particular beamline, and it could also be that the
feature in A is the pre-edge as in [10], and the feature in B might simply be an artefact
from this particular normalization. Region C shows a large negative difference that
is quite broad in energy range compared to features A and B. This energy range for
feature C also does not coincide with any features observed in the gas phase spectrum.
The spectrum of ice exhibits a more pronounced intensity in the post-edge region than
in the main edge, which has been correlated with the tetrahedral coordination of the
hydrogen bonds around the oxygen atom [11, 12]. Feature C occurs in this same energy
range. This suggests that the hydrogen bonding network in cold water may be more
’ice-like’ than the one in warm water. We note that the KE energy window used here is
quite ’bulk sensitive’, with a mean probing depth of about 6 nm (see Section 3.1.3.2).

The data suggest that the warm water is more disordered or ’liquid-like’ than the
cold water with a difference of ≃ 2% relatively to the post-edge intensity in the range
from 0 to 20°C. Despite differences in probing depth and data treatment, this result
agrees remarkably well with the findings of Nilsson et al. [11] (XRS), Pylkkänen et
al. [13] (RIXS), and Meibohm et al. [14] (transmission mode XAS) who found similar
differences over a similar temperature range. Note that the 2% difference in the main-
to-post-edge ratio observed here when the temperature decrease by 20°C can be
extrapolated to supercooled water however, it remains small in comparison to the 25%
change that we can observe between clean ice at -10°C and liquid water at 0.5°C (see
Figure 3.2).

It would require more spectra over a larger temperature range to establish the
temperature trend more quantitatively. It would also be interesting to compare electron
yield XAS data with those obtained in either transmission or fluorescence mode to be
able to assess differences in the hydrogen bonding structure between surface and bulk.
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5.2 PEY-XAS depth profile

We have seen in Chapter 3 that the probing depth of the PEY-XAS depends on the KE
window. In this section, we use this relationship to probe different depths of the ice
surface with EY-XAS.

5.2.1 Background

X-ray photoelectron spectroscopy (XPS) and Auger electron spectroscopy (AES) are
well-established measurement techniques extensively used in surface science. However,
the data of interest is very often covered by a spectral background that arises from
inelastic scattering in the bulk. This background is often subtracted even though
it contains useful information about the bulk. For example, Tougaard [1] showed
with gold samples containing copper inclusions, that the background of the Cu 2p
elastic peak contained information about the structural arrangement of copper in the
different gold samples. The different backgrounds are shown on Figure 5.2, where four
different surface configurations of copper and gold are depicted (top) along with their
corresponding spectra (graph). In configuration a, a thin copper layer is on top of a gold
bulk. In this case, the copper electrons are practically not scattered. In configuration b,
the copper is buried vertically within the gold, and electrons scatter along the copper
depth. In configuration c, the 1 nm-thick copper layer is buried below 2 nm of gold,
forcing all copper electrons to scatter through the gold. Finally, in configuration d,
a bulk copper sample is covered with 2.5 nm of gold. All surface morphologies are
designed to give the same Cu 2p intensity as shown in the main panel below however,
the backgrounds are all very different and provide valuable information about the
sample composition.

In partial electron yield X-ray absorption spectroscopy (PEY-XAS), one typically
acquires the spectra by sweeping the photon energy and measuring electrons within a
KE range situated somewhere in the background of the primary Auger emission. Since
the background is composed of scattered electrons, i.e. electrons that have scattered
at least 1 time, the probing depth is larger than if one measures primary electrons.
The more electrons scatter, the deeper they likely originate from in the bulk of the
sample [3]. Therefore, the electron kinetic energy that we can precisely measure in PEY-
XAS contains depth information. As presented in Chapter 3, a Monte Carlo method is
particularly well suited to understand the physics of inelastic scattering and find the
relationship between the kinetic energy and probing depth. The simulation described
in Section 3.1.3.2 gave quantitative answers regarding the probing depth as a function
of the kinetic energy window.

A direct measurement of the ice surface using PEY-XAS at different probe depths
can be accomplished by taking advantage of the physics of electron scattering. This
technique has been successfully demonstrated on a SiO2/Si sample [4, 5]. This section
presents a study of the QLL on ice at −39 °C probed with PEY-XAS at different KE, i.e.
probed at different depths. This temperature was chosen in order to avoid problems
related to the ice stability since relatively colder ice evolves slower than warmer ice.
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Figure 5.2: Four widely different surface structures of copper (light gray) in gold (white)
that give identical peak intensities. Taken from [2]

This also avoids to have high water vapor pressure in the experimental chamber, as
this influences the probing depth via scattering in the gas phase.
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5.2.2 PEY-XAS depth profile: experimental procedure

This experiment was conducted at the ISS beamline [6], of the Swiss Light Source
(SLS). The beamline characteristics are well suited for measuring O K-edge XAS and
the experimental chamber is compatible with pressure up to tens of mbar, allowing
the study on ice in equilibrium with its vapor pressure. Ice was grown in situ from
vapor deposition and stabilized at a temperature of −39 °C. The beamline slits were
fully open (1.2/1.2) to maximize the signal and the photon energy was swept from 520
to 570 eV.

The pass energy of the electron analyzer was set to 50 eV and the acquisition was
running in fixed mode, meaning that the electron analyzer only measures electrons
within a kinetic energy window centered at the desired KE and with a width of 5 eV . I
measured PEY-XAS on the surface of ice at KE of 450, 400, 350, and 300 eV i.e. probing
4 different depths, labeled DP 1-4 on Figure 5.3. In addition to the 4 different KE
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Figure 5.3: Map of the experiment in the kinetic energy vs photon energy space.

windows, this figure shows the different XPS traveling peaks that we may find around
the measurement parameters. In particular, the Au 4f crosses the DP1 range, however
the ice should cover the gold sample holder and thus should be undetectable. These KE
windows were chosen to be low enough to avoid the O 1s from the 2nd order light and
O 2s which would appear on the O K-edge XAS spectra at KE= 500 eV . Depth profiling
was stopped at DP4=300 eV to avoid the eventual C 1s peak from contamination at
250 eV.

The Monte Carlo simulation, see Section 3.1.3.2, provides values for the mean
probing depth of PEY-XAS on ice, reported in Table 5.1. I measured each KE window 2

113



or 3 times per round to make an average and check stability. I measured a total of 4
rounds.

Table 5.1: Mean probing depth (MPD) of PEY-XAS for different probing kinetic energies (KE)
according to the Monte Carlo simulation.

KE [eV] MPD [nm]

500 (no scatter) 2.2
450 4.75
400 6.85
350 8.5
300 10

5.2.3 Results and discussion

Figure 5.4 shows the (averaged) raw spectral data from round 4, which exhibited
excellent ice stability. The different intensities are due to the decreasing background
intensity as the measured KE becomes far from the emission KE of ∼ 500 eV.
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Figure 5.4: PEY-XAS spectra of ice for the different KE window. Round 4, raw data. Not
corrected for beamline shift.

Figure 5.5 shows the area of the carbon contamination feature for the different KE
windows. The different rounds are color-coded and open circle markers indicate that
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the ice is stable while the cross markers indicate that the ice was slightly growing
or shrinking, as seen from the intensity change within the 2-3 repetitions. A linear
fit is indicated with the dashed red line. The trend of the fit reveals that the carbon
contamination is more intense when we measure at a high KE window as we are more
sensitive to the surface because electrons at high KE are mostly primary and have
not scattered. At a lower KE window, electrons may have scattered and therefore the
KE window is probing more of the bulk. However, because ice is a dynamic surface,
we cannot exclude that the carbon contamination is evolving with time. Indeed, from
rounds 1 to 2, we see a net decrease, from rounds 2 to 3 the signal is more or less
stable, and from 3 to 4 the carbon signal increase.
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Figure 5.5: Carbon contamination feature for the different KE. The different rounds are
color-coded. The open circles indicate that the ice is stable within the averaged
iterations. The cross marker indicates that the ice was slightly moving between 2
averaged iterations. The dashed red line indicates a linear fit.

Figure 5.6 shows the ice-like feature extracted from the post-to-main-edge ratio2 for
the different probing depths. Here as well, a linear fit is indicated with the dashed
red line. Despite the high scatter, we see a slope in the linear fit, indicating that the
ice is more disordered at high KE or on the surface and it gets more ordered as we
probe more towards the bulk with a lower KE window. This is an exciting result since
the QLL is expected to be very thin at −39 °C. In fact, in Chapter 3, we have taken the
surface of ice at −40 °C as a reference for bulk ice, considering the QLL thickness to be
0.

2 calculated from peak heights
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Figure 5.6: Ice-like feature extracted from the post-to-main-edge ratio of PEY-XAS of ice at
-39°C measured at different KE. The open circles indicate that the ice is stable
within the averaged iterations. The cross marker indicates that the ice was slightly
moving between 2 averaged iterations. The dashed red line indicates a linear fit.

5.2.4 Conclusion and outlook

Despite the large scatter in the data, the different probing depths provide measurable
differences that are in line with expectations. These results are a very encouraging
proof of principle and show that PEY-XAS depth profiling is possible on environmental
samples. Naturally, it would be interesting to measure the QLL at warmer temperatures
as the liquid-like character would be more pronounced than here. Combined with
simulations, this would allow us to assess the depth profile of the QLL and address its
nature. For example, instead of being a layer as we have to assume for the interpretation
of PEY-XAS, the QLL could be a local disorder exponentially decreasing with depth.
If so, what exactly varies with temperature? is it the amplitude of the exponential
function or its characteristic length? Such descriptions of the QLL are presented on
Figure 5.7.

The PEY-XAS depth profile could also be used on more elaborated samples such as
an adsorbed trace species on ice to see if we can observe differences in the physical
and chemical interactions as a function of depth.
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Figure 5.7: Possible QLL disorder distribution as a function of depth for different temper-
atures, based on an exponential function. The difference between a and b are
writen in the respective captions.
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5.3 Impact of total pressure directly on the QLL

5.3.1 Motivation

We have seen in Chapter 3 that the probing depth of the PEY-XAS decreases as
a function of gas phase pressure. Therefore, the water vapor pressure could be a
confounding factor in quantifying QLL thickness using this technique since the warmer
the ice surface temperature, the more surface sensitive the probing depth (red path
in Figure 5.8). Figure 5.8 shows a flowchart diagram that represents the different
pathways from increasing the ice temperature to the observed enhancement of the
QLL. The "++" signs indicate an increase, while the "−−" sign indicates a decrease.

Another confounding factor could be the absolute pressure. Due to the very definition
of pressure, i.e. the force applied on a surface due to the collision of molecules on that
surface, it is reasonable to assume that pressure would have a direct effect on the QLL,
as shown with the blue arrow on Figure 5.8.

Pressure
++

Temperature
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Gas phase
scattering ++

Probing
depth −− QLL ++

ice

therm
odynam

ics

m
olecular im

pact ?

Figure 5.8: Flowchart representing the different pathways from the temperature increase
of the ice surface (Temperature ++) to the observed enhancement of the QLL
(QLL++).

Let’s briefly calculate the velocities and the typical flow of molecules on the ice
surface in the experimental chamber, when the temperature is close to the melting
point and the ice is in equilibrium with its vapor pressure. The purpose here is to
derive the rate of molecular exchange between the gas phase and surface as a function
of pressure. At the melting point, the average speed of water molecules is:

v =

√
8kBT
πm

= 566 m s−1 (5.1)
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where v [m s−1] is the average speed of gas phase molecules, kB= 1.38 × 10−23 J K−1 is
the Boltzmann constant, T=273.15 K is the temperature of the ice at the triple point,
and m=2.99 × 10−26 kg is the mass of the water molecule.

At equilibrium, the rate of gas phase molecules hitting and leaving the surface is the
same. Assuming that all molecules land and leave with a speed perpendicular to the
surface, every time a molecule hits the ice surface, it transfers a momentum p⃗ = mv⃗
and when a molecule leaves, a momentum p⃗ = −mv⃗ is lost such that the rate of change
in momentum at equilibrium is:

dp
dt

= ṅm(v − (−v)) = 2ṅmv (5.2)

where ṅ = dn
dt [s−1] is the number of molecules landing and leaving a surface at

equilibrium and v [m s−1] is the average speed of gas phase molecules. Since:

P0 =
F
A

(5.3)

F = ma = m
dv
dt

=
dp
dt

= 2ṅmv (5.4)

where P0 [Pa] is the pressure in the gas phase and F [N] is the force applied on a
surface A [m2], we can calculate the rate of molecules exchange on a surface A=1 cm2

for a pressure P0=500 Pa (5 mbar) and using Equation 5.1 for the v value:

ṅ =
P0A
2mv

= 1.48 × 1021 s−1 (5.5)

which is equivalent to 1.32 × 106 bilayers/s (using 1.12 × 1015 molecules/cm2 for 1
bilayer of thickness 3.678 Å [1]).

The QLL is a very small interfacial disorder with an observed thickness in the range
of just a few bi-layers as seen from PEY-XAS [2]. in view of the results of Equation 5.1
and Equation 5.5, we cannot exclude that the PEY-XAS observations are independent
of the varying pressure in the range 0-5 mbar: possibly, as the temperature of the ice
increases, the chamber pressure increases as well and is causing the observed surface
disorder.

The goal of this section is to evaluate the direct connection between the absolute
pressure and the QLL. In order to achieve that, I prepared cold ice where no QLL is
measurable with PEY-XAS and I try to induce the QLL by dosing 5 mbar of nitrogen
while keeping the same cold temperature. If no change in the QLL signal is observed
upon dosing 5 mbar of nitrogen on the cold ice, then the impact of absolute pressure on
the QLL is negligible. However, if there is indeed a change i.e. if the QLL is enhanced
as the pressure increase, then the pressure is a confounding factor for the assessment
of the QLL with PEY-XAS. In this case, the consequences for atmospheric chemistry are
substantial: at an altitude of ∼ 5000 m in the troposphere, the temperature is around ∼
−20 °C and the pressure is ∼ 500 mbar. This means that the QLL would be 100 times
larger than what we observe in the experimental chamber at a temperature of −2 °C
i.e. with 5 mbar. Note that the surface temperature of the ice cannot be warmed up by
the warm gas flow of nitrogen, because the temperature is set by the partial pressure
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of water above the surface that we control very precisely. Any increase of surface
temperature will immediately increase the vapor pressure and induce evaporative
cooling.

5.3.2 Methods

This experiment was conducted at the ISS beamline [3], of the Swiss Light Source
(SLS). The experimental chamber is well suited to study environmental samples under
a near-ambient pressure atmosphere up to 10 mbar. A gold-coated sample holder is
actively cooled with a cold nitrogen gas flow and allows to reach temperatures from
20 °C down to −150 °C in the chamber. However, the metallic soldering of the sample
holder is only certified until −100 °C(!). Ice was grown in situ from vapor deposition
and the initial plan was to stabilize it at a temperature of −40 °C. At this temperature,
the vapor pressure is only 0.12 mbar and adding 5 mbar would change the pressure
drop between the water reservoir and the experimental chamber, leading to a different
water flow rate to the chamber and changing the equilibrium temperature by an
unknown amount. In other words, the ice wouldn’t be stable long enough to acquire
the necessary data. One approach to solve this problem would be to increase the vapor
pressure in the water reservoir by the same amount of what is added to the chamber
i.e. 5 mbar, to keep the same pressure drop and hopefully have stable ice. Nonetheless,
that is not what I did. Only the 0.4 mm-diameter capillary was mounted on that day
and it would have taken hours to grow ice by dosing 0.12 mbar (when the second,
2 mm-diameter capillary is mounted, I can use the second water reservoir to grow ice
more rapidly, while keeping the first water dosing at the equilibrium flow rate). In
order to avoid the issue of ice stability, I decided to cool down the ice to −120 °C so
that it is stable as a rock. The ice surface was surprisingly clean at this temperature, as
shown on the survey before and after the reference PEY-XAS measurement Figure 5.9.
The spectra in Figure 5.9 were acquired at 1000 eV photon energy, 50 eV pass energy
and are offset for clarity. 0.75 mbar of gas phase nitrogen was dosed and according to
the O 1s and N 1s photoemission peaks visible at 455 and 590 eV, the charging value
was ∼ 10 eV. The yellow line is the difference between the spectra before and the one
after hence, the small positive peak at the O 1s position and reaching ∼ 105 indicates
that the ice signal decreased by 10 ± 5 %. The inset shows the C 1s region of the survey
before the reference PEY-XAS, without offset and reveal a remarkably clean surface: the
spectrum is completely flat at 700 eV, where we would expect the C 1s photoemission
peak from adventitious carbon contamination to appear.

The beamline slits were open (1/1) and the O K-edge was acquired with PEY-XAS
using the KE window from 425 to 525 eV. The pass energy was set to 50 eV. In total, 3
PEY-XAS spectra were acquired: one reference spectrum with low gas phase pressure
-just enough to keep charging to a reasonable value-, and two spectra with high
nitrogen pressure as described in Table 5.2.

In file #50, the temperature was oscillating from −110 °C to −130 °C due to the
poorly adjusted PID setting of the sealing temperature (which we have discovered was
the reason for temperature oscillations half a year later, in Feb. 2022). In files #52 and
#53, the flow was fixed at 6 ml/min and the temperature was stable at −137 °C. The
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Table 5.2: Environmental parameters during the different measurements.

File # Temperature Pressure (N2)

50 −120 °C (oscillating) 0.75 mbar
52 −137 °C 5.42 mbar
53 −137 °C 5.45 mbar

temperatures are below the limit stipulated by our technician, but if I may quote a
famous scientist: "a person who never made a mistake never tried anything new."

— Albert Einstein

Hopefully, the soldering endured the experiment and the sample holder is still vacuum-
tight.
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Figure 5.9: Survey spectra at 1000 eV photon energy before and after the reference PEY-XAS
spectra i.e. at −120 °C and 0.75 mbar, offset for clarity. O 1s and N 1s photoemis-
sion peaks are visible at 455 and 590 eV, respectively. The inset shows the C 1s
region of the survey before the reference PEY-XAS, without offset.

The ice surface during the measurements at −120 °C was very smooth and trans-
parent as seen from the endoscope, thus for the purpose of viewing, one of the ice
photographs from the end of the experiment is shown on Figure 5.10a. The ice was
sublimating and tiny white spots (small islands?) appeared on the surface, increasing
the contrast. The temperature was ≃−85 °C at the moment of the photograph. Fig-
ure 5.10b shows the cooling N2-gas exhaust at the end of the experiment i.e. after 5
hours of cooling the sample holder to ≃−130 °C.
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(a) Surface of the ice as seen by the endo-
scope. The temperature at the moment of
the photograph was ≃−85 °C

(b) Cooling N2-gas exhaust after 5 hours of mea-
surement.

Figure 5.10: Photographs of (a) the ice surface and (b) the cooling N2-gas exhaust at the end
of the experiment.

5.3.3 Results and discussion

Figure 5.11

Figure 5.12 shows the PEY-XAS of ice at different pressure. The
red spectrum is at low pressure and the blue spectrum is the
average of spectra #52 and #53 at high pressure. The spectra are
very similar. The signal-to-noise ratio is lower in the red spectra
due to the gas phase scattering lowering the counts. We see a
sharp peak and a little dip from 534 to 535 eV, enlarged in the
inset, corresponding to the free hydrogen feature. This could be
due to the gas phase scattering decreasing the probing depth
making it more surface sensitive than the reference spectra (blue),
as illustrated on Figure 5.11.

To quantitatively interpret the spectra, I deconvoluted them
using 8 gaussians. From the gaussian deconvolution, I extract the main-to-post-edge
ratio and the pre-edge intensity, both indicating ’liquid-like’ content or disorder within
the probing depth. The results are compared on Figure 5.14 and show that the ice
reference and the ice under 5 mbar of pressure have a similar surface disorder, that
cannot be quantitatively distinguished with the current signal-to-noise ratio. Indeed,
all surface disorder data lies within the errorbars (1 standard deviation calculated from
the 2 repetitions) of the ice measurement under 5 mbar of pressure. The data presented
here suggest that pressure doesn’t significantly impact surface disorder at such low
temperatures.
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Figure 5.12: PEY-XAS of ice for different pressures. The red spectrum was acquired at
−120 °C and with 0.7 mbar of nitrogen in the gas phase. The blue spectrum is
the average of two spectra acquired at −137 °C and with 5.42 mbar of nitrogen
in the gas phase. The inset is an enlargement of the spectra at the pre-edge
region, at 535 eV
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(a) Gaussian deconvolution of the PEY-XAS
data at low gas phase pressure.
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(b) Gaussian deconvolution of the PEY-XAS
data at high gas phase pressure.

Undoubtedly the ice surface here was too rigid to be perturbed by gas phase
molecular impact, and gas phase velocities (Equation 5.1) might as well decrease as
they approach the cold surface. We note that the ice might prefer a cubic structure in
this region of its phase diagram.
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Figure 5.14: Surface disorder for cold ice sample with different pressure, as seen with PEY-
XAS with different observable features. The blue data points are to be read
on the left y-axis and correspond to the liquid-like feature or surface disorder
as observed from the main-to-post-edge ratio. The red data points are to be
read on the right y-axis and correspond to the liquid-like feature of surface
disorder as observed from the intensity of the pre-edge. The circles denote the
ice data at -120°C / 0.7 mbar while the squares represent the average of the
two repetitions data of the ice at -137°C / 5.42 mbar and the errorbars are ±1
standard deviation.

5.3.4 Conclusion

I have measured PEY-XAS on clean cold ice with and without an additional amount
of pressure, corresponding to the pressure variation that occurs when measuring the
temperature dependence of the QLL on ice. There was no measurable increase in
surface disorder upon dosing 5 mbar of N2, at −137 °C. The surface of this ice was
spectacularly clean, although we would expect from such a cold surface to behave as a
cold trap and accumulate all sorts of organic contamination from the chamber.
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6
SUMMARY

We have seen in the introduction (Chapter 1) that behind its apparent simple form,
the water molecule has many intriguing properties. Among them, the ability to form
hydrogen bonds is what allows water to be at the same time the matrix of life on Earth
and ubiquitous in its solid form. Indeed, ice is present on Earth in many forms such as
snow on the ground or ice clouds in the upper troposphere and lower stratosphere,
and presents a large surface for chemical interaction with trace gases present in the
atmosphere. The surface of the ice acts as a platform for heterogeneous chemistry and
studies have reported that it can significantly influence the chemical equilibria in the
atmosphere. Close to its melting point, ice exhibits surface disorder, which we describe
with a Quasi-Liquid Layer (QLL) on its surface. This property allows the surface of
the ice to dissociate acids and protonate bases which are present in the atmosphere in
trace amounts. The introduction also provides insights into synchrotron based X-ray
excited electron spectroscopy which is an ideal surface technique to study the QLL
and the adsorption of trace species on the surface of the ice.

In Chapter 2, I characterized the beamline in terms of beam composition and showed
that a significant fraction of second-order light was present and was perturbing the
measurement in a non-negligible way. I estimated potential error propagation on depth
profiles and XAS spectra and calculated the necessary correction.

In Chapter 3, I presented a study of the temperature dependence of QLL thickness
using PEY-XAS. I developed a careful analysis of the different uncertainties related to
this technique, with a special focus on the probing depth assessment using a Monte
Carlo simulation of physical processes. The results of the simulation remind us of
the importance of electron scattering and how they influence the probing depth in
PEY-XAS. The results indicate that the choice of the kinetic energy (KE) window used
to detect electrons in PEY-XAS increases the probing depth by a factor ∼3 for the KE
window used in the QLL analysis, and that gas phase scattering decreases this factor
down to ∼1.5, at 5 mbar. The improved QLL thickness estimation reveals a rather thin
QLL thickening from 0.5 to 2 nm from -10 to -1°C. These results are in agreement with
previously reported QLL thicknesses with the same technique and with molecular
dynamics (MD) simulations.

In Chapter 4, we investigate the adsorption of an atmospheric base, hexylamine,
on the surface of the ice, using XPS. We show that a saturated monolayer is present
already at a partial pressure of 2 × 10−5 mbar at -20°C, and that more than half of the
HA molecules are protonated. This shows how the surface of the ice, despite being
formally a solid, chemically interacts with an atmospheric trace gas. With PEY-XAS,
we were able to measure how the adsorbed HA perturbs the structure of the hydrogen
bonding network of the ice below. The degree of perturbation is equivalent to what
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has been observed on the clean ice surface at -1°C, thus at 20 K higher temperature.
Further corrections are needed in the analysis of the HA of ice data to quantitatively
compare with the QLL of clean ice data. For example, electron scattering in the HA
layer and in the argon has not been considered.

In Chapter 5, I present several additional works that are either preliminary to or the
logical continuation to the QLL study (Chapter 3). Chapter 5 consists of:

• a study of the surface disorder as a function of temperature in liquid water, as a
complement to the QLL investigation. Similarly to the QLL on ice, the surface
of liquid water increases its disorder with temperatures, as seen with PEY-XAS.
This is in agreement with the literature.

• a proof-of-principle of the PEY-XAS depth profile. As an application of the MC
simulation results presented in Chapter 3, I established the proof-of-principle of
PEY-XAS depth profiling ability on an ice sample, by probing the HB network
and the carbon contamination as a function of depth. Despite the large scatter
in the data, differences were measurable between the different probing depths,
in line with expectations. These results are a very encouraging and show that
PEY-XAS depth profiling is possible on environmental samples.

• a study of the direct impact of total pressure on the QLL. I investigated the direct
impact of 5 mbar of N2 gas phase pressure on the surface disorder and found
no correlation on the ice at -120°C. This means that the impact of pressure is
negligible under these conditions, which is a satisfying result.

To summarize, the results presented in this thesis improve the understanding of the
probing depth in PEY-XAS and may contribute to a revised picture of the QLL and its
molecular-level interaction with trace gases.

Chapter 2 Showed us that experimental artefacts can be unnoticed and cause large
errors in the data interpretation. It is always important to do calibration measurement
and quality control to ensure that the experiment is running as expected.

In Chapter 3, the investigation of the QLL thickness lead to rather thin results, of the
order of 0.5 to 2 nm, although at the molecular scale these represent multiple bilayers
of ice. Together with the ability of solutes to enhance the QLL, these results contribute
to understanding how the QLL impacts the chemical equilibrium in the atmosphere.
Because each experimental methods have their own flaw and artifacts, it would be
interesting to use multiple analytical tools at the same time to study the same ice
sample. For example: XPS with SFG or neutron scattering.

In Chapter 4, we have seen that a base can chemically react with ice and induce a
QLL. One could think of increasing the complexity level of such an experiment by
introducing a second species to the system, for example, a strong acid with a weaker
acid (that would behave as a buffer), and see how the chemical equilibria evolve as the
surface concentration of the strong acid increases.

Chapter 5 explored different aspects related to this thesis. The configuration of
soluble species at the liquid-gas interface in aqueous systems and their impact on the
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structural arrangement of water molecules is definitely worth expanding, especially
now that we have a tool to probe the HB network of liquid water as a function of depth.
In addition, the temperature dependence of such a system may be of interest to the ice
nucleation community. The potential of the PEY-XAS technique has yet to demonstrate
its strength on environmental samples. For example, by looking throughout the QLL
at warm temperatures (-10 to -1°C) to address its true nature or by analyzing each and
every layer of the (cold) ice surface when it is disordered by the presence of a solute
adsorbate.
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