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The aviation sector alone emits over 2% of the annual CO2 emissions. As a result, synthetic
jet fuels using biogenic feedstocks are emerging as promising pathways that reduce overall
greenhouse gas emissions (GHG) relative to the petroleum-based jet fuel.

In this study, the decarbonization of the aviation sector is tackled via the technological
assessment of 3 synthetic jet fuel production processes using environmental and economic
metrics. These synthetic jet fuel processes convert feedstocks of water and CO2 or biomass
to jet fuel via methanol. This assessment includes a comprehensive process-based life cycle
assessment (LCA) and costing (LCC) of the 3 processes, to determine the GHG emissions
and the levelized cost of producing jet fuel in Switzerland. The results show that the process
distinguished by the direct hydrogenation of CO2 to methanol has the highest GHG emission
reductions (33.8% reduction) and the lowest levelized cost (9.12 EUR/kgJetFuel) if it is produced
in Switzerland.

The model is extended to a global supply chain optimization including 140 countries. The
supply chain optimization utilizes country-based inputs such as jet fuel demand, shipping routes,
the electricity mixes and production capacity in 2050, as well as the determined GHG emission
and cost quantities of the synthetic jet fuel production process via CO2 electrochemical reduction.
Three optimization problems are considered: (1) cost minimization, (2) GHG minimization, and
(3) the trade-off between GHG and cost. The solution of these problems show that synthetic jet
fuel costs can be relatively competitive with the petroleum-based fuels, but not simultaneously
with low GHG emission reductions. The optimization solutions reveal an urgent need for a
rapid expansion in global electricity production to shift to more sustainable jet fuels and energy
systems. The need for high energy is attributed to capturing and converting the feedstocks,
particularly due to high energy needed to capture CO2 and to convert water to hydrogen, both of
which contribute to the majority of the GHG emissions and jet fuel production costs. Furthermore,
the results show that countries with high capacity to implement offshore wind farms are the
favored countries to produce these synthetic fuels, provided the electricity is available for
synthetic jet fuel production. Finally, the results emphasize the importance of accounting for
transportation in minimizing the global emissions and costs associated with a well-to-tank jet
fuel life cycle.
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Preface

“All models are wrong, but some are useful.”
— George E. Box

Hopefully this thesis is useful enough to turn the wheel forward regarding decision making for a
sustainable energy transition.
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1 Y

Introduction

The continuously increasing atmospheric CO2 concentration poses a significant threat to the
Earth. These carbon emissions act as a driver for global warming, which results in a global
increase in temperature [1], rise in sea level [2], and threatening the viability of ecosystems [3].
As a result of such concerns, the Paris Agreement was enacted in 2015 by nations to outline
frameworks and develop strategies that can prevent climate disasters [4]. In particular, these
strategies revolve around mitigating carbon emissions in various sectors.

The aviation sector is a key contributor to the global increase in atmospheric CO2. Today,
this industry is responsible for over 2% of the yearly global CO2 emissions [5]. This notable
contribution arises since aviation produces the highest carbon emissions per passenger amongst
all modes of transport at 90 gCO2 per passenger per kilometer [6]. This industry nevertheless
plays a pivotal role in the global economy by promoting international trade, transportation,
tourism, and social development [7]. Consequently, projections for this industry over the next
few decades dictate that aviation will continue to drive globalization and exhibit a 115% increase
in passenger number by 2037 relative to 2016 [8, 9]. Thus, aviation is expected to grow and is
unlikely to be replaced by alternative modes of transport. The increasing environmental concerns
caused by global warming then necessitate that the projected growth of the aviation sector is
accompanied by its decarbonization [10].

The primary climate impact of aircraft operation relates to the fuel-associated emissions
[11]. In addition to emissions due to its production, the combustion of 1 kg of jet fuel produces
3.16 kg of CO2 [6]. As a result, the development and utilization of low-carbon jet fuels is
paramount to ensure the sustainability of life on Earth without sacrificing economic and societal
growth.

1.1. Aviation Fuels

Aviation fuels possess the highest contribution to the carbon emissions produced by the aviation
industry [11]. These emissions are generated during fuel combustion and during its extraction
and refinement [12]. Battery-powered vehicles can prove to be competitive and low-emission
alternatives to fuels in automotive applications, but a similar shift cannot be completely enacted
in aviation due to their low energy density compared to liquid fuels [13]. The focus herein is
therefore strictly limited to liquid fuels.

There are 2 types of aviation fuels: (1) jet fuels, whose requirements are specified by various
standards and are compatible with current aircrafts, and (2) alternative fuels, which differ in
composition and whose utilization could require changes in the aviation infrastructure.
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1.1.1. Jet Fuels

The conventional aviation fuel utilized today is derived from petroleum. Aviation fuels are
commonly referred to as jet fuels, and are expected to meet specific property requirements. Jet
fuel is typically composed of a mixture of C8-C18 hydrocarbons, namely alkanes, iso-alkanes, and
naphthenics [14]. Such a mixture enables the fuel to remain liquid at airplane altitudes. For this
reason, standards such as the ASTM D1655 exist to govern jet fuel composition and properties
for safe and optimal operation. These property specifications are reported in Table 1.1 [15].

Specification Units ASTM D1655 MIL-T-5624

Grade - Jet A Jet B
Aromatics % 25 25
Maximum Sulfur Mass Fraction % 0.3 0.4
Minimum Flash Point °C 38 -
Maximum Freezing Point °C -40 -51
Density, at 15 °C kg · m-3 775-840 750-801
Maximum Viscosity, at -20 °C mm2 · s-1 8 -
Specific Energy MJ · kg-1 42.8 42.8

Table 1.1. A sample of the specifications of the jet fuels named Jet A and B governed by ASTM D1655 and CGSB-3.22 respectively, which determine
the recommended fuel composition and properties for safe aircaft operation [15].

The specifications in Table 1.1 show the specificity of the properties that are determined by the
ASTM D1655 and CGSB-3.22 standards. Thus, sustainable fuels developed for aviation should
conform to such standards. The current process to produce conventional jet fuels from crude
oil, which satisfy the properties shown in Table 1.1, mainly centers on fractional distillation [16].
Sustainable jet fuels can thus satisfy the standards by exploring different routes and feedstocks
to synthetically produce the same jet fuel via synthetic routes or determine alternative fuels that
can still conform to the standards of Table 1.1.

The target of synthetic fuel production is to develop a fuel with nearly the same properties
and composition as those of conventional jet fuels, but using a different production method.
Synthetic jet fuel production processes produce synthetic jet fuels whose carbon footprint is
significantly lower than their petroleum-based counterparts. The reduction in carbon footprint
is not attributed to a change in combustion emissions, since the synthetic jet fuel is similarly
combusted during operation. Instead, the emissions are reduced by using biogenic sources of
CO2, which remove CO2 from the environment [17]. The removal of CO2 from the environment
negates the combustion emissions since the amount is the same. The net emissions from
synthetic jet fuels are thus strictly attributed to its production emissions. For instance, biomass
is created via CO2 consumption. In summary, synthetic fuels are distinguished by their utilization
of feedstocks that remove CO2 from the environment.

Biogenic CO2 feedstocks can include triglycerides-based feedstocks [18], lignin [19], camelina
and soybean oils [20, 21], and sugar (which can produce alcohol or other hydrocarbons) [11, 22,
23]. The pathways to produce these jet fuels starting with such feedstocks are also various
and include the hydrogenated esters and fatty acids (HEFA), catalytic hydrothermolysis (CH),
hydrothermal liquefaction (HTL), and hydroprocessed depolymerized cellulosic jet (HDCJ)
[11]. The Fischer-Tropsch (FT) process produces jet fuel from syngas (CO and H2), if biomass
generates syngas [11]. Pure CO2 is also considered a biogenic source of CO2, which classifies it
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as another possible feedstock for synthetic jet fuels [24].

Regardless of the life cycle characteristics shown by these fuels and their pathways, the
readiness of such technologies should be carefully considered. Some pathways remain
restricted to laboratory scales and could face difficulties in scaling up, while others are already
operational at commercial scales [11, 25].

1.1.2. Alternative Fuels

Unlike “drop-in” jet fuels, alternative fuels for aircraft usage are fuels that differ in composition
and properties from the standard jet fuels shown in Table 1.1. However, such fuels are
incompatible with current aircraft engines and instead require infrastructure modifications [26].
The prominent alternative fuels discussed herein are ethanol, liquefied natural gas (LNG), and
hydrogen (H2).

Ethanol proves to be a fuel source with relatively lower environmental footprint compared
to jet fuels [27]. However, ethanol’s low flashing point could pose a hazard to handle at airports,
while its high volatility could cause problems during operation [14]. Apart from these safety
concerns, the main issue with ethanol lies in the substantial costs required for retrofitting
current engines and infrastructure to accommodate for it as a fuel [14]. This issue is replicated
in the arguments against hydrogen and liquefied natural gas as aircraft fuels, despite their
capacity to reduce carbon emissions as an aircraft fuel [28–30]. However, both fuels should be
in the cryogenic state during operation, which would introduce further retrofitting complexities
compared to liquid fuels at operating temperatures [14].

The aforementioned alternative fuels provide some advantages in their production processes, but
so far remain complicated to implement due to infrastructure requirements. These complications
would deter their adoption as sustainable fuels. As such, the fuels considered herein as part of
the life cycle analysis study are restricted to jet fuels from Section 1.1.1.. These fuels would still
consist of the same composition of Jet A for instance, but would consist of distinct production
pathways whose life cycle emissions reduces greenhouse gas emissions compared to the
petroleum-based fuel.

1.2. Life Cycle Sustainability of Synthetic Jet Fuel

Synthetic jet fuel can be produced using several feedstocks and via various conversion pathways.
The production and adoption of these synthetic fuels relies on measures of their sustainability.
A process is considered sustainable if it “meets the needs of the present generations without
compromising the ability of future generations to meet their own needs” [31]. Such a definition
implies that sustainable processes offer longevity for the future, while also meeting the demands
of today. The implication of this definition for a jet fuel production plant is that the plant can
sustain itself financially and generate profits. In addition, the production plant should not interfere
with planetary boundaries and contribute to climate disasters [32]. In fact, the International Civil
Aviation Organization (ICAO) [33, 34] defines a sustainable fuel as one that provides a minimum
of 10% reduction in life cycle green house gas emissions (GHG) relative to the conventional
kerosene jet fuel. By this definition, a sustainable fuel is a fuel whose life cycle greenhouse
gas emissions does not exceed 3.17 kgCO2 · kgJF

-1 . This limit is not a suitable indicator for
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sustainable fuels since it does not present significant reductions in GHG emissions. As for the
jet fuel cost, there is no threshold that would render it sustainable. The current price of jet fuel is
1.15575 EUR · kgJF

-1 and serves as the benchmark for the cost [35].

The life cycle assessment studies of synthetic jet fuel processes have typically focused
on the environmental impact due to on greenhouse gas emissions and land usage [36]. The
emissions estimated for the life cycle of synthetic jet fuel depend on the pathway utilized and
on the different potential feedstocks [36, 37]. The studies that evaluate synthetic jet fuels in the
literature mainly consider 2 feedstocks: biomass derivatives [11, 20, 26, 37–40] and pure CO2
[24, 41–43]. Processes using biomass as feedstocks presented synthetic jet fuels whose GHG
emissions are significantly lower than the petroleum-based fuel [38, 39]. Morevoer, Staples et
al. [38] conducted a pioneering life cycle assessment and costing of “drop-in” synthetic jet fuels
from biomass feedstocks. They showed that synthetic jet fuel GHG was negative for one process,
which is a rather unrealistic estimate of synthetic jet fuel production processes. This negative
value shifted to a positive value upon using a different attribution method of allocation instead
of displacement [38]. The variation in environmental impact results due to the utilized attribution
methodology has been also shown by similar studies [37, 44]. As a result, this distinction in
attribution method across the studies makes it more difficult to establish accurate life cycle
comparisons [20, 26]. Furthermore, Neuling & Kaltschmitt [39] investigated both cost and GHG
using biomass feedstocks converted via various pathways. The pathway using alcohol-to-jet
using a wheat straw feedstock can reduce the GHG emissions by over 50%. Their work, however,
did not extensively assess land usage metrics. The work of Staples et al. [38] portrayed that
land usage influences and increases GHG emissions, which is an outcome that was similarly
reiterated by Souza et al. [45].

In contrast, few studies explored the production emissions of synthetic “power-to-liquid”
fuels that use CO2 from direct air capture (DAC) and water as feedstocks. CO2 to jet fuel via
hydrogenation has been investigated via LCA. More recently, feeding CO2 into a co-electrolysis
unit rather than direct hydrogenation is gaining traction [46]. Meurer & Kern [47] investigated
the technical performance of such electrochemical reduction of CO2 to CO, so that the CO is
in FT to produce jet fuel. However, their work does not quantify the environmental emissions
associated with this alternate pathway [47]. Most of the assessed CO2-to-jet fuel processes
consist of a Fischer-Tropsch pathway [43, 48]. Treyer et al. [48] showed that Power-to-Liquid
and Sun-to-Liquid processes can convert CO2 to jet fuel, with 90% less GHG emissions. Other
pathways propose the conversion CO2 or CO to methanol, which is then converted to olefins that
oligomerize to produce jet fuel. This process was developed by Mobil [49] back in 1988. Both
CO2 to jet fuel via methanol and FT were reviewed by Schmidt et al. [43]. They reported that the
GHG of synthetic jet fuels using a CO2 feedstock can range between 0.4 and 1.2 kgCO2 · kgJF

-1

[43]. This range of GHG emissions corresponds to a renewable electricity mix purely formed of
wind and photovoltaics (in Germany). Compared to processes starting with biomass feedstocks,
the key benefit in such Power-to-Liquid processes is the lower land usage and competition with
food and agriculture. However, this benefit is opposed by higher electricity requirements per unit
of synthetic jet fuel [48].

Amongst the studies that conducted a life cycle assessment, only a few complemented
their environmental assessment with a life cycle costing evaluation. The levelized costs of jet
fuel shown in the literature differ notably based on the modeling assumptions and regions. For
CO2-to-Jet Fuel processes, Schmidt et al. [42] estimated the cost of synthetic jet fuel at 1-2 EUR ·
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kgJF
-1 , while other studies [43] depicted higher costs at 3-4 EUR · kgJF

-1 . These aforementioned
studies respectively used a cost of electricity of 0.04 [42] and 0.1 EUR · kWh-1 [43]. The difference
in cost of electricity explains the doubling of the synthetic jet fuel cost. The work of Zhou et al.
[41] emphasizes this dependence of synthetic jet fuel cost on the cost of electricity. Furthermore,
Neuling & Kaltschmitt [39] estimated a very competitive (relative to petroleum-based jet fuels)
levelized cost of synthetic jet fuels from biomass feedstocks at around 1 EUR · kWh-1. Generally,
the cost of electricity used in these studies is not exactly representative and is in most cases
very optimistic. Additionally, Schmidt et al. [43] conducted sensitivity analysis that quantified
the effect of electricity costs on the levelized cost of jet fuel, which is a beneficial analysis that
is absent from most similar studies.

Besides the study of Neuling & Kaltschmitt [39], the life cycle costing studies rarely account
for a process-based costing. In some cases, a generalized correlation (example: cost of FT
process per unit energy of fuel produced) that covers several units together is utilized [24]. While
such correlations are useful for order of magnitude estimates, they do not allow for a direct
correspondence between the environmental and economic boundaries in the modeling of the
unit processes [50].

Thus far, the aforementioned studies have not accounted for jet fuel production on the
global scale. In particular, the variation in vital quantities, such as electricity prices and
emissions, prevents the direct comparison of the synthetic jet fuel production processes. These
quantities are dependent on the region in which they are utilized [51]. Similarly, the availability of
biomass feedstock for instance can vary across countries [52]. For this reason, restricting the
assessment to a single region with fixed quantities does not enable determining the locations
with the lowest GHG emissions or costs of jet fuel. Therefore, it is imperative to explicitly
account for geography when attributing these quantities, and to ensure that all the quantities
refer to the same region. This reason serves the first argument for accounting for country-based
synthetic jet fuel production. Furthermore, these studies have so far only considered the
production and combustion of the synthetic jet fuel. However, a well-to-tank approach should
include jet fuel transportation, where the synthetic jet fuel is delivered to the well following
production. The inclusion of jet fuel transportation then begs the question: where is the synthetic
jet fuel transported from? This question raises the second argument in favor of accounting for
country-based synthetic jet fuel production. The production location of a commodity produced
in hundreds of Mtons annually [53] would contribute to the overall environmental and economic
impacts incurred if transportation is accounted for. Finally, very few studies have addressed
mass production of synthetic jet fuel on a global scale that satisfies the global demand. Such
an assessment on a global scale could present obstacles and constraints regarding available
energy, thus potentially rendering some economically or environmentally attractive processes
completely infeasible. Consequently, a global scalemodel combining synthetic jet fuel production
and transportation is required to determine a more realistic cost and GHG emission values.

1.3. The Synfuel Initiative

The synfuel initiative targets the technological development and assessment of processes
converting biogenic CO2 sources to synthetic jet fuel. These processes aim to capitalize
on the emergence of CO2 [24] and biomass [54] as sustainable carbon sources for aviation
fuels. Furthermore, the processes are divided into 2 stages: (1) CO2/biomass to methanol
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and (2) methanol to jet fuel. The 2nd stage is common for all 3 processes, and they are
distinguished primarily by the 1st stage. The first process converts CO2, captured by a direct
air capture unit, to CO via electrochemical reduction. The produced CO is combined with H2,
which is generated by water electrolysis, to produce syngas. The resulting syngas then reacts
to produce methanol. This process is referred to as CO2ER. The second process similarly
uses CO2 from a direct air capture unit and H2 from a water electrolyzer. The key difference
is that CO2 is combined directly with H2 to produce methanol. This reaction is known as CO2
hydrogenation, and the process is referred to as CO2HY. The third process uses biogas generated
from sewage sludge (waste biomass) waste treatment and water as the main feedstocks.
Biogas contains both CO2 and CH4, and the CO2 is reacted with H2 from water electrolysis to
produce methanol. This process is referred to as BIOHY. Unlike the CO2ER and CO2HY, which
consists of both stages in the same chemical plant, the first stage of the BIOHY process takes
place decentrally in the vicinity of a biogas production plant. The methanol mixture produced
from this process is then transported to a centralized plant, which can receive methanol from
various decentralizedmethanol reactors. The first stage of each process is depicted in Figure 1.1.

Figure 1.1 (a), (b), and (c) respectively portray the main units of the 1st stage of the CO2ER,
CO2HY, and BIOHY processes. The CO2ER process in Figure 1.1 (a) requires more energy
for the co-electrolysis unit to reduce CO2 electrochemically to CO, but less energy for the
water electrolysis unit. This energy reduction in the water electrolysis unit is attributed to the
stoichiometry of the syngas-to-methanol reaction. Moreover, the reaction between CO and H2 can
produce almost pure methanol. In contrast, the direct hydrogenation of CO2 in the CO2HY process
forms both methanol and water as products. The water byproduct thus requires separation from
methanol before methanol is used in the 2nd stage of the process. Thus, more separation units
are required in the CO2HY process relative to the CO2ER process. Finally, the BIOHY process in
Figure 1.1 (c) leverages a waste treatment plant to produce methanol in a decentral location.
Compared to the other processes, the stages of the BIOHY process are spatially separated.
However, this process assumes that the appropriate infrastructure and pipeline systems are
available. This assumption could show practical limitations, such as low product output due to
limited waste treatment and biogas production plants.

The 2nd stage of the 3 processes is identical. This stage begins with methanol, which
then flows through a series of reactors to eventually produce jet fuel. The first reactor converts
methanol to olefins and water. The second reactor consists of the oligomerization of the
olefins to produce jet fuel-range alkenes. Finally, these alkenes are hydrogenated to produce the
synthetic jet fuel. This 2nd stage is visualized in Figure 1.2.
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Figure 1.1. A schematic demonstrating the first stage of the 3 studied processes: CO2ER (a), CO2HY (b), and BIOHY (c). The first stage of each
process uses a biogenic CO2 source (CO2ER, CO2HY: CO2 from direct air capture; BIOHY: biogas from waste treatment of sewage sludge) and
water as a feedstock. The conversion pathways from feedstock to methanol (MeOH) include thermocatalytic (reactor) and electrochemical units
(H2O electrolyzer (Ely) and CO2 electrolyzer (CoEly)) in addition to a direct air capture unit (DAC). Note that only the main units are included; i.e.
no heat exchangers, compressors, and separators are shown this schematic.

1.4. Thesis Outline

In this thesis, novel jet fuel production processes are evaluated in terms of environmental and
economic indicators. Three processes associated with the synfuel initiative are evaluated, whose
feedstocks are one of the following: (1) carbon dioxide and water, (2) biomass waste and water.
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Figure 1.2. A schematic demonstrating the second stage of the 3 studied processes (CO2ER, CO2HY, and BIOHY). This second stage follows the
conversion of methanol (MeOH) via a series of reactors to eventually produce jet fuel. The conversion pathway includes mainly thermocatalytic
(such as the reactor) units. Similarly, only the main units are included; i.e. no heat exchangers, compressors, and separators are shown this
schematic.

These feedstocks comprise biogenic CO2. Upon utilizing biogenic CO2, the carbon cycle is closed
and the greenhouse gas emissions due to jet fuel combustion is negated by the utilization and
removal of the biogenic CO2 from the atmosphere.

The units necessary to produce synthetic jet fuels are integrated using a process design
and flowsheeting approach. The energy and mass balances of the units are defined, such that the
total energy and mass flows are modeled for the production of a unit of synthetic jet fuel. Based
on these energy and mass balances, a life cycle inventory of each process is determined. Thus,
a systematic life cycle methodology is developed to evaluate and compare the economic and
environmental performance of the processes. The life cycle assessment methodology assesses
the processes using their units’ inventories to determine environmental impact categories, such
as those of climate change, land usage, water depletion, and cumulative energy demand. The
life cycle costing methodology determines the levelized cost of jet fuel by accounting for capital
and operating costs, which are determined by the units’ energy and mass balances. Similarly, the
units are sized and their cost is determined via an approach that factors economies of scale. The
units evaluated in the various processes included energy sources (high temperature heat pump,
grid electricity, absorption chiller, and fired furnace), electrochemical units (water electrolyzer
and CO2 electrolyzer), a direct air capture unit, and conventional chemical units (distillation
columns, separators, compressors, reactors, and heat exchangers). This methodology aims
to output impact categories and costs per unit of synthetic jet fuel produced via each of the 3
processes.

The greenhouse gas emissions and levelized cost are calculated for only one process in
varying countries in a global supply chain optimization. The target of the supply chain
optimization is to determine the optimal jet fuel production locations. The model factors the
environmental and economic burden of production and transportation of synthetic jet fuel, in
addition to several datasets that help in modeling the production capacities and the supply
chain. Thus, the algorithm determines the optimal locations to produce synthetic jet fuel and
establishes optimized shipping routes, based on minimizing the global life cycle emissions or
life cycle cost of jet fuel.

The thesis concludes by highlighting the key takeaways from the results and offers
recommendations for further studies to build on the current work and help pave the way
for a sustainable aviation industry.
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2 �

Life Cycle Assessment

The life cycle assessment (LCA) of synthetic jet fuel production processes establishes the
methodology used by defining phases: the study’s goal and scope, its life cycle inventory, and life
cycle impact assessment. Based on this methodology, the results are presented and discussed.
Certain phases of the methodology were iterated and refined based on the feedback from
different phases, such that the overall study’s objectives are met and delivered with minimal
uncertainty.

This study complies with the life cycle assessment methodology guidelines (ISO 14040)
[55], which were developed by the international organization for standardization (ISO).

2.1. Goal & Scope

The goal of this study is to assess the environmental impact of 3 novel synthetic jet fuel
production processes. Aviation forms an essential aspect of modern economies, thus makes
minimizing its environmental footprint of interest within the scope of climate change. A study
using a LCA approach is essential in a comparative assessment of these different process
pathways that produce synthetic jet fuel.

The study aims to inform policy and decision makers at governmental and industrial levels, and
is part of the synfuel initiative. The potential and role of producing synthetic aviation fuel in
low-carbon economies are evaluated, accounting for their contributions to the Swiss target of
reaching net-zero greenhouse gas emissions.

Following up on the work of Treyer et al. [48], the production of synthetic fuels for aviation is
evaluated using a process-centered life cycle approach.

The geographical scope of this study is limited to Switzerland. Electricity prices and emissions
are those corresponding to Switzerland. Life cycle inventory datasets utilize the Swiss datasets
(CH) when possible, or European ones (RER) as a close approximation. Remaining literature data
is assumed to be general and valid irrespective of geographical location.

The temporal scope ranges from today till the near future (20 years into the future). This
temporal projection is established by setting the synthetic jet fuel production plant lifetime to
20 years. The disposal of the studied plants was excluded from the study, since end-of-life or
circular handling of infrastructure in 20-40 years exhibits high uncertainties.

2.1.1. Processes & System Boundary

The boundary of the evaluated processes covers the units directly involved in the production of
synthetic jet fuel using a well-to-tank approach. This includes the equipment needed to build the
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chemical plant, the material and energy flows needed on a continuous basis (such as catalysts
and electricity), in addition to extraction of feedstock from the environment. The disposal of the
chemical plant is not covered. This boundary applies for both life cycle assessment and costing.

The exact units utilized in the modeling of the processes are shown in Figure 2.1.
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Figure 2.1. The modeled unit processes within the system boundaries of each of the CO2ER (a), CO2HY (b), and BIOHY (c) processes. The
diagram shows the connected units via mass and energy. The energy sources utilized are the electricity mix, absorption chiller, high temperature
heat pump (HTHP), and industrial furnace, whose energy flows are denoted by the thick lines. The mass flows are denoted by the thin black lines.
Key components are methanol (MeOH), C10-C18 olefins (C=

10-C
=
18). Key units are the direct air capture (DAC) unit, methanol to olefin (MTO) reactor,

oligomerization reactor (olig. reactor), liquid fuel cooler (liq. fuel), and hydrogenation reactors (hydrogen.). The cascaded region highlights the
repetition of the same blocks from left to right several times. Hatched blocks are only included to highlight the remainder of the process that was
not included in the life cycle modeling.

As stated in Section 1.3., each process consists of its own unqiue pathway that converts the
feedstocks to methanol. From methanol to jet fuel, the pathway is identical for the 3 processes.
Heaters and coolers are utilized to change the temperature to the desired reaction or separation
(before separators or distillation columns) temperature, while the compressors and pumps are
employed to increase the pressure of a fluid. Due to the presence of reactions that do not go to
complete conversion, some separation is typically required to separate the reactants from the
unreacted chemicals, which is returned to the reactor via a recycle stream. The cascaded region
in Figure 2.1 (c) implies that the units in this region are repeated in the specified order several
times to achieve a desired methanol yield. Since this is a synthetic fuel, the energy demand of the
modeled energy sources were accounted for in the foreground, thus allowing direct quantification
of the energy demand per unit of synthetic jet fuel.

For both CO2ER and CO2HY, the processes consist of an electrolyzer that scales nonlinearly
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with its power rating, which leads to reduced costs due to economies of scale. However, this is
not the case for the BIOHY process, which depends on a nearby biogas production plant for its
operations. The biogas production plants typically produce 200 m3 of biogas per hour [56]. Thus,
it is assumed that this portion is diverted in its entirety to the decentral methanol production
plant. Thus, the costing here is conducted as follows: (1) sizing the electrolyzer corresponding
to the stoichiometric hydrogen flowrate needed for 200 m3 · h-1, and (2) scaling this cost linearly,
thus representing the incorporation of the same plant and its capacity, each in the vicinity of an
identical biogas production plant. Note that the stoichiometric ratios also account for the CH4
production via CO2 methanation, which is beyond the defined system boundaries. This approach
is accounted for in both the inventory analysis for the life cycle assessment and the costing in
the life cycle costing.

2.1.2. Functional Unit

The definition of a functional unit is critical since this functional unit serves as the reference
unit for all environmental and economic metrics. Utilizing an energy functional unit of MJ of jet
fuel (based on its lower heating value) is useful when comparing processes that could produce
varying jet fuel compositions that still conform to the specifications shown in Table 1.1. However,
the evaluated processes utilize the same MeOH-Jet Fuel production pathway, so the comparison
per unit mass (i.e. kilogram) could suffice.

Thus, the functional unit is defined as “1 kg of Jet Fuel produced and consumed”. The
consumption only accounts for the CO2 emissions (3.16 kgCO2 · kgJF

-1 [6]), and does not
incorporate other effects. This is applicable for Chapters 2 and 3. In Chapter 4, the functional
unit is defined as “1 kg of Jet Fuel produced, transported, and consumed”. This definition
achieves a proper well-to-tank definition.

2.1.3. Reference System

The reference system that will benchmark the LCA results of the production pathways is the
conventional petroleum-to-jet fuel process. The petroleum-based jet fuel production process is
referred to as KERSN throughout this study. The production of petroleum-based jet fuel generates
0.36 kgCO2 · kgJF

-1 [51], while its combustion emits 3.16 kgCO2 · kgJF
-1 [6]. The ecoinvent activity

used to refer to petroleum-based jet fuel production is “kerosene, petroleum refinery operation
(CH)”. Moreover, the production emissions derived from this activity is conducted by economic
allocation [57], which could lead to some variation in the life cycle emissions of petroleum-based
jet fuel. This variation originates due to differing economic parameters used in allocating its
emissions. This ecoinvent dataset is nevertheless used as the activity generating the benchmark
environmental impacts.

Thus, the total greenhouse gas emissions amount to 3.52 kgCO2 · kgJF
-1 , while the remaining

impact categories will use the emissions associated with the ecoinvent activity depicting
kerosene production.
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2.1.4. Life Cycle Inventory

The life cycle inventory (LCI) combines datasets developed in ecoinvent and literature studies. For
the background unit processes, the LCI is based on ecoinvent (version 3.8), using the “Allocation,
cut-off by classification” system model [51]. Unless stated otherwise, European and/or Swiss
datasets from ecoinvent were used when possible. The inventory of foreground unit processes
relies on attributed flows derived from the literature studies or direct experimental measurements
from collaborators of the synfuel initiative. These flows are expressed as ecoinvent activities
when possible; otherwise, a flow is approximated by another proxy activity. Furthermore, the
transportation of equipment is not included in the inventory, with the exception of the mass
transported from the decentralized methanol production to the centralized plant (Section 2.1.1.).
The utilized LCI for each unit process is explained in Section 2.2., and the inventory values are
tabulated in detail in Table A.1. The mass and energy balances are similarly derived and shown in
Section 2.2., such that total inventory is documented transparently and explicitly.

2.1.5. Multi-functional Units

Economic allocation is used to attribute contributions of byproducts in multi-functional units.
This allocation approach was selected to establish a consistent comparison with the reference
system [57] (Section 2.1.3.).

As a result, the contributions of three units are allocated economically. These units are
the electrolyzer, co-electrolyzer, and a separator. The electrolyzer is used in every process that
was evaluated (CO2ER, CO2HY, and BIOHY), while the co-electrolyzer (CO2ER) and the separator
unit BIOHY are used in specific processes. For the electrolyzer unit, the same allocation
parameters are consistently used for each process. Other than the specific separator of the
BIOHY process, separators distillation columns were not allocated since the byproduct was
either water that was recirculated within the process (for electrolysis) or produced negligible
byproducts. This design decision implies that the heavy petroleum distillate (generated with
jet fuel) and lower order olefins (generated with the other olefins) are not attributed emission
burdens. The allocation parameter, µA, utilized to divide the emission contributions is expressed
as:

µA =
mA · cA∑
i mi · ci

(2.1)

In Equation 2.1, mi and mA represents the output mass of products i and A respectively, ci and
cA represents the unit cost of products i and A respectively. The product A refers to the product
whose allocation factor, µA, is desired. Furthermore, the values ofmi for all products correspond
to the same functional unit.

The mass parameters are those highlighted in Section 2.2., while the cost values are derived
from the literature or market prices. These quantities and the resulting allocation parameters
are tabulated in Table 2.1. The results of the allocation parameters shown in Table 2.1 strongly
depend on the cost values used. The utilization of costs following market crashes or fluctuations
of the unit cost of a chemical could lead to misguided results. Therefore, the costs utilized herein
are chosen conservatively when possible. For instance, the cost of H2 (the desired product in
water electrolysis) depends on its production method, and could range between 1.5 USD · kg-1

to 10 USD · kg-1 [58]. It is set herein to 1.5 USD · kg-1 , which reflects the market price more
accurately. Similarly, the cost of O2 exhibits great variations. It could range from 0.04 USD ·
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Table 2.1. The documentation of the attribution of multi-functional units via economic allocation. The allocated units were the electrolyzer unit
(all processes) that co-produces O2 and H2 from H2O, the co-electrolyzer unit (CO2ER process) that co-produces O2 , H2 , and CO from CO2 and
H2O, and a separator unit (BIOHY process) that separates a mixture of unreacted CO2 , H2 , CH4 from CH3OH and H2O following the hydrogenation
of CO2 in biogas to CH3OH. The relative masses are documented for each unit process in Section 2.2., the costs are derived from the literature,
and the allocation parameter is estimated by using the mass and costs in Equation 2.1. The desired product is marked in its row by a right triangle
symbol (.).

Multi-functional Unit Desired Product Chemical Mass [kg] Cost [EUR · kg-1] µ [-]

Electrolyzer . H2 1 1.5 0.824
O2 8 0.04 0.176

Co-electrolyzer
. H2 0.0092 1.5 0.0218

O2 0.49084 0.04 0.031
. CO 1 0.04 0.9472

Separator . CH3OH 0.45 1.5 0.710
CH4 1.2526 0.147 0.290

kg-1 [59] to 3 EUR · kg-1 [60, 61] refer to the H2 and O2 market prices respectively. According to
this formulation, the allocation parameter of oxygen µO2 amounts to 0.18, which implies that the
contribution of O2 should not be overlooked from an economic perspective. Such a high cost can
be supported due to the need for medical oxygen in hospitals. Maggio et al. [60] claimed that
hospitals could find it appealing to purchase oxygen at a cost of 3.3 EUR · kg-1 . Several other
studies estimated oxygen could cost around 0.1 EUR · kg-1 around based on techno-economic
analyses. The conservative option is chosen herein, at cO2 = 0.04 USD · kg-1 . Treyer et al. [48]
avoided any allocation or system expansion of the unit process and modeled O2 as a waste flow
to the air. Van Der Giesen et al. [62], however, argue that O2’s economic value should not be
overlooked, since it could reduce the overall cost of H2 if this byproduct is sold. More recently,
Zhou et al. [41] included the cost of oxygen in their economic assessment. Thus, allocation due
to oxygen was utilized.

The same approach and reasoning were used for the co-electrolyzer. The co-electrolzyer
produces 3 products, and 2 of these products are desired products. H2 is not the target product
of the co-electrolysis unit, but it is nevertheless chosen as a desired product since this H2
is used with CO (the target product of co-electrolysis). In this case, the process would need
slightly less H2 produced via water electrolysis, since a portion of the required H2 is supplied
via co-electrolysis. As a result, the contributions of H2 produced by co-electrolysis are included
since the produced H2 byproduct is used with CO in the syngas reactor.

Finally, the separator in the BIOHY process separates the unreacted gas constituents (CO2,
H2, and CH4) of the inlet stream from the liquid constituents (CH3OH and H2O). The BIOHY
process dictates that the gas outlet is further processed, where the remaining CO2 and H2
are transformed into CH4. The additional H2 needed for the higher stoichiometry for the CO2
methanation is accounted for in the process. This processing, however, is not included within the
boundary of the life cycle assessment (Section 2.1.1.). Thus, economic allocation is conducted,
but only accounting for the existing CH4 in the gas outlet stream exiting the separator, and not
the total CH4 that would have been produced following CO2 methanation. This allocation is
hence conservative to avoid exaggerated attributions to the methane co-production part of the
overall process.
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2.2. Energy and Mass Balances of Unit Processes

The energy and mass flows connecting the unit processes are essential in the formation of the
technosphere matrix, T , which would in turn affect the total process emissions. The scale of
a unit process, s i is defined as the magnitude of increase required by a unit process to satisfy
the need of the other unit processes, subject to a functional unit, f . Thus, the scale vector is
determined by:

s = T −1 · f (2.2)

The scale vector expressed in Equation 2.2 determines the relative scale of each unit process
based on the need of the the considered unit process in the overall process. This scale factor
applies to the mass and energy of the unit processes, and determines how much of the energy
and mass inputs of a unit process is required to achieve a desired functional unit of the overall
process. By accounting for the process scales, the intervention vector, g , quantifies the total
emissions generated by each process based on their scale using:

g = B · s (2.3)

In Equation 2.3, B is the environmental intervention matrix that quantifies emissions associated
with each unit process, which are generated based on their defined inventory. As a result,
the emission flows are combined to form g , and it is utilized to quantify the life cycle impact
assessment metrics.

Thus, it is essential to accurately model the unit process material and energy flows. Only
technosphere flows are shown in the processes. The unit processes are modeled so as to ensure
one unique output flow per unit process.

The environmental emissions of units’ equipment scale linearly with the increase in capacity
since the capacity scales directly with the mass in a linear fashion, or indirectly via volume or
flowrate, which in turn linearly affects mass based on its corresponding sizing equation.

To quantify the total emissions, it is essential to accurately determine the energy and mass
balances of the processes, which will in turn determine the scale and then the emissions.

2.2.1. Electricity Mix

The electricity mixes modeled herein is the low voltage grid electricity produced in Switzerland.
The Swiss electricity mix is amongst the mixes with the lowest emissions, due to its formation
of several renewable energy technologies [63]. The constituents of the Swiss grid electricity mix
is portrayed in Figure 2.2.

As shown in Figure 2.2, 98% of the electricity mix relies on renewable energy technologies
or technologies with low emissions (nuclear). Hence, the resulting carbon intensity of the Swiss
electricity (low voltage) is 0.045 kgCO2 · kWh-1.
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Figure 2.2. The distribution of energy sources that form the Swiss electricitymix based on renewable energy technologies (RET) and non-renewable
energy technologies [63].

The mass and energy flows across the unit process of the Swiss electricity mix can be
visualized in Figure 2.3.
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Figure 2.3. The unit process for the electricity mix of the Swiss grid, which displays the model energy and mass flows across the unit.

The life cycle inventory associated with the production of the functional unit of the unit
process, which is 1 kWh, is derived from ecoinvent [51] using the "market for electricity
production, low voltage". Using the grid electricity avoids the added complexities of dealing
with the intermittency exhibited by pure solar or wind electricity mixes and storage issues.
An electricity mix formed of privately built RET could, however, decrease electricity costs and
potentially emissions, which is an option that should be explored to assess alternative scenarios.

2.2.2. Industrial Furnace

Heat is typically transferred in chemical plants via steam. The modeling of the energy and
mass flows associated with heating via steam as the circulating fluid in a heat exchanger would
thus be straightforward, with 1 kg of steam capable of releasing 2.257 MJ as latent heat [64].
However, the range of temperatures required in chemical plants could exceed that of the highest
steam supply (high pressure steam: 250°C and 40 bar, critical temperature 400°C [65]). While
it is possible to generate steam directly via solar parabolic-trough collectors and reach 400°C,
the technology is not commercial [66, 67]. For this reason, diphenyl ether is instead used as
circulating fluid, due its high temperature range (critical temperature = 493°C [68]).

The life cycle inventory for a fired heater using natural gas mainly requires a heat production
system and the circulating fluid, which is diphenyl ether. The heat production system (ecoinvent
activity: “heat production, natural gas, at industrial furnace low-NOx >100kW”) accounts for the
usage of natural gas and for the industrial furnace unit itself to generate 1 MJ in heat. This
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activity forms part of the life cycle inventory of the fired heater, and this is scaled by unity to
obtain 1 MJ of heat, which is the functional unit of this unit process.

In addition to the heat production system, the working fluid is accounted for via a mass of
diphenyl ether that can transfer 1 MJ. This value of this mass would be the reciprocal of the total
heat (in MJ) that 1 kg of diphenyl ether can transfer during its lifetime. Because the production of
diphenyl ether is highly polluting (8 kgCO2 · kg-1

diphenyl ether), a closed loop fired heater is necessary
to maintain the working fluid [69]. However, there is a lack of data describing the working fluid in
a closed loop heater. Because this gap, it is assumed that 1 kg is able to roughly handle the one
entire heat needed for one year, after which it is replenished on a yearly basis. The total energy
that can be transferred by 1 kg of diphenyl ether, Ehf ,` , is thus:

Ehf ,` = `hf · mJF ,y r · qH (2.4)

In Equation 2.4, `hf represents the heating fluid lifetime (assumed to be 1 year), mJF ,y r

is the total jet fuel output per year (assumed to be 10 Mega tons per year), and qH is the
specific heat needed to produce 1 kg of synthetic fuel (assumed to be 11 MJ based on Section
2.4.2.; prior to heat integration). Due to the very limited data quantifying this closed loop
heater using diphenyl ether, many assumptions were made and the uncertainty regarding this
variable is rather high. The final LCI of the industrial furnace is shown in Table A.5 of the Appendix.

Furthermore, Figure 2.4 highlights the energy and mass balances that are modeled as part
of the furnace that can be exchanged with the remaining unit processes.

Heat 1 MJ

Figure 2.4. The unit process for the industrial furnace, which displays the model’s energy and mass flows across the unit.

2.2.3. Heat Pump

The high temperature heat pump (HTHP) is a key unit primarily in the supply of heat to the direct
air capture unit, which requires heat to be supplied at roughly 100°C [70, 71]. While this heat
demand could be supplied via the industrial furnace, the relatively high emissions of its heat
supplied to a comparatively lower temperature target could warrants finding a heat source with
lower emissions that can still reach 100°C. Such heat pumps can provide heat using a heat sink
at a temperature above 100°C [72], rendering them suitable for delivering heat to DAC units.
Furthermore, they are capable of installation and operation at heating capacities in the range of
megawatts, which enables their utilization in high capacity and large scale chemical plants [73].
The HTHP heat can also satisfy the heating demand for the absorption chiller, which renders the
HTHP a fundamental energy source that can support the decarbonization of chemical processes
when the temperature range is suitable [74].
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The LCI of the heat pump consists of a brine-water heat pump. The working fluid in the
heat pump cycle is thus a brine-water mixture, which is not accounted for in the inventory since
this mixture in a closed loop cycle would have negligible emission contributions. Instead, only
the heat pump unit is accounted for. The energy output of a single HTHP unit over its lifetime is
expressed as:

EHP ,` = `HP · PHP (2.5)

In Equation 2.5, EHT HP ,` denotes the lifetime energy output of the HTHP unit, PHP is the power
rating of the HTHP (10kW using the ecoinvent entry), `HP is the heat pump lifetime in hours
(assumed to be 20 years). The number of units required to produce 1 MJ of HTHP heating is
similarly the reciprocal of the EHP ,` .

The energy and mass balance of the HTHP depends on the value for the coefficient of
performance, COP. Based on the work of Deutz & Bardow [71], the COP was estimated to be 2.51.
Terlouw et al. [70], however, chose a COP value of 2.9 as a conservative assumption. Both values
appropriately lie within the range COPs high temperature heat pumps can be implemented in
large capacities, as demonstrated by Arpagaus et al. [73]. Thus, the energy and mass flows of
the HTHP are visualized in Figure 2.5.

HT
Heat Pump0.095456 kWh 1 MJ

Figure 2.5. The unit process for the high temperature heat pump (HTHP), which displays the model’s energy and mass flows across the unit.

In this study, the COP is chosen to be 2.9, which is in line with the work of Terlouw et al. [70] and
is on the more conservative side of the range presented by Arpagaus et al. [73].

2.2.4. Absorption Chiller

The absorption chiller is utilized to deliver a cooling load via a circulating fluid. In typical
applications, water is used in the form of lake water or from absorption chillers. Due to the need
for cooling at subzero temperatures due to cryogenic distillation, ammonia is instead utilized as
the cooling fluid. At atmospheric conditions, NH3 evaporates at -33°C, which is suitable for the
conditions herein.

The LCI of the chiller is modeled per MJ of cooling load delivered using a scaled absorption
chiller unit, 0.02 kWh of electricity, and a mass of the circulating cooling fluid. Similar to the
industrial furnace, the LCI of the circulating fluid is determined by accounting for the total energy
that 1 kg of fluid can provide, and then using its inverse. which is modeled using:

Ecf ,` =
`cf
chNH3

(2.6)
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In Equation 2.6, `cf is the lifetime of the ammonia and chNH3 refers to the refrigerant charge of the
ammonia chiller. The charge of the chiller determines the mass of ammonia as a function of the
power rating of a closed loop absorption chiller. Unlike the case of the fired heater, a closed loop
evaluation of the charge is available, with a common value of 0.6 kg·kW-1 [75]. The lifetime `cf is
established in years, assuming the plant operates continuously (8760 hours). The circulating fluid
herein is conservatively modeled due to uncertainties regarding its leakage and replenishment.
Thus, it is modeled using a yearly replenishment rate, which implies that `cf = 1 year (8760
hours). Consequently, the LCI of the absorption chiller unit is evaluated based on:

Echi l l er ,` = `chi l l er · Pchi l l er (2.7)

Equation 2.7 quantifies the amount of energy assumed to be produced by a single unit of
absorption chiller, Echi l l er ,` , with a rating of Pchi l l er , over its lifetime, `chi l l er . The reciprocal of
Echi l l er ,` is used as the LCI of the unit.

To extract 1 MJ of cooling from the ammonia, the absorption chiller must be supplied with
energy. Ammonia chiller systems are usually characterized by a COP of 0.5-0.6 [74–76]. The
utilized COP is conservatively selected to be 0.5, which implies that the heat input needed is twice
the cooling output. This energy can be supplied by a 85-100°C heat source [74]. This temperature
range for heat flow would output chilled water at 6°C, which is higher than the subzero target
temperature of ammonia. Thus, a higher temperature range might be required in practice, but it
will be assumed as sufficient herein. As a result, rather than use the natural gas powered furnace,
the HTHP can supply the required heat at lower GHG emissions. In the ecoinvent database, the
absorption chiller dataset utilizes this input heat from a combined heat and power plant, and
thus the proposed configuration reduced overall GHG emissions [74]. Therefore, the energy and
mass flows of the absorption chiller is shown Figure 2.6.

Chiller2 MJ 1 MJ

Figure 2.6. The unit process for the absorption chiller unit, which displays the model’s energy and mass flows across the unit.

2.2.5. Electrolyzer

A water electrolyzer unit (Ely) splits H2O electrochemically to H2 and O2. H2 is an essential
intermediate chemical in the production of synthetic fuels, which renders the electrolysis unit
modeling quite significant [77]. The power requirement to produce 1 kg of H2 using a proton
exchange membrane (PEM) water electrolyzer is today rated at 47.7 kWh [78]. The production
of O2, however, is a byproduct in water electrolysis. The anode outlet is assumed to be fully O2,
requiring no flash separation with unreacted H2O if any exists. This allocation is more clearly
visualized in Figure 2.7.
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H2O
Electrolyzer

9 kg H2O
1 kg H2

8 kg O2

W

Figure 2.7. The unit process for a water electrolysis unit, which displays the model’s energy and mass flows across the unit. The unit process
requires electricity to split water into its constituents: O2 and H2.

The LCI of this unit predominantly consists of the emissions generated in manufacturing
the electrolyzer unit, in addition to the complementary components required to maintain its
operation (balance of plant). These emissions are modeled by combining the LCI of the materials
needed for the electrolyzer, which are modeled in [find author name] [79]: The exact required
masses of the aforementioned materials can be found in Table A.8. The LCI of all these materials
can be found in the utilized ecoinvent database, with the exception of Iridium. Iridium is a
Platinum Group Metal (PGM), which denotes that it is typically mined as a byproduct of Platinum
mining. Thus, the emissions associated with Iridium mining are modeled as a fraction of those
generated by Platinum mining, based on a mass allocation. The study of Nuss & Eckelman [80]
identifies multiple proportions of Iridium and Platinum yields based on various mining locations.
In this study, a proportion of 1.8-51.1 of Ir-Pt yield is utilized, and this mass proportion is used to
estimate the emissions associated with Iridium [81].

The materials required to build a 1 MW rated Ely unit are thus presented in Table of the
A.8. To calculate the life cycle emissions of the materials and the total of the unit, the amount of
CO that is formed over the unit’s lifetime, mCO,` , is calculated using:

mH2,` =
`el y · Pel y
wel y

(2.8)

In Equation 2.8, `el y is the lifetime of the Ely unit, Pel y is the power rating used (1 MW) as a
reference for the inventory materials, and wel y is the specific energy needed to produce 1 kg of
H2, which is 47.7 kWh · kg-1 [78]. The result of this equation yields the total amount of H2 produced
based at a capacity of 1 MW over its lifetime. The electrolyzer lifetime is quite extensive, spanning
up to 80000 h [82]. This relatively high lifetime enables a higher mass of H2 produced over the
lifetime per Ely unit. Inversely, the amount of units required to produce 1 kg of H2 using a 1 MW
rated Ely unit is the reciprocal of Equation 2.8. The materials in Table A.8 are scaled by this
resulting value, since the original masses in [79] correspond to the amount required for a 1 MW
Ely unit. Therefore, a high lifetime is particularly beneficial in decreasing the amount of noble
metals required over its lifetime since the frequency of catalyst replenishing would be less.

2.2.6. Co-Electrolyzer

The co-electrolyzer (CoEly) is utilized to reduce CO2 to CO and bypasses the production of water
during methanol synthesis. The electrochemical reduction occurs by transforming H2O and CO2
into H2, CO, and O2, according to the half reactions in Table 2.2.
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Cathode Reactions

XCO2 + 2 ηF,CO H+ + 2 ηF,CO e– −−−→ ηF,CO CO + ηF,CO H2O + [ (X – 1) + (1-ηF,CO) ] CO2 (R.1)

2 (1-ηF,CO) H+ + 2 (1-ηF,CO) e– −−−→ (1-ηF,CO) H2 (R.2)

Anode Reactions

XH2O H2O −−−→ (XH2O – 1) H2O + 1
2 O2 + 2H+ + 2 e– (R.3)

Table 2.2. The half-reactions of the co-electrolyzer unit. The reaction yields depend on the Faradaic efficiency, ηF ,CO , and the excess factors, X ,
for CO2 and water (w).

In Equations R.1, R.2, and R.3, ηF,CO represents the Faradaic efficiency and X represents the
excess factor for CO2 entering the cathode of the CoEly unit. The goal of this unit is to output
CO to be utilized as the carbon source to produce methanol. However, minor traces of H2 are
produced as a byproduct [46], as shown in Equation R.2 at the cathode. In addition, similar to the
case of the water electrolyzer, O2 is produced at the anode side (Equation R.3). The overall unit
process flows are therefore highlighted in Figure 2.8.

Co-electrolyzer
0.013 kg H2

1 kg CO

0.67 kg O2

0.37 kg O2

0.113 kg H2O

1.941 kg CO2

7.5 kWh

Figure 2.8. The unit process for a co-electrolysis unit, which displays the model’s energy andmass flows across the unit. The unit process requires
electricity, CO2 , and H2O as inputs, while the outlet products are CO and O2 , withminor amounts of H2. The half reactions are combined to facilitate
the expression of the net mass balance of the system.

The unreacted CO2 and produced CO and H2 exit the CoEly unit from the cathode (Equations
R.1 and R.2), while O2 exits with the excess H2O from the anode. The spatial separation of the
products across the electrodes helps in avoiding separation of O2 from the other gases, all of
which are useful for the syngas reactor. This indicates that there is no need for further separation
of the gases, which would prove to be rather difficult.

The inventory utilized for the CoEly unit is similar to that of the Ely unit, and it is tabulated
in Table A.9 based on the results of the author of [79]. The variations between the Ely and
CoEly unit are predominantly that on the cathode, where silver nanoparticles are used instead
of Pt, which would present a significant reduction in GHG emissions due to Pt mining. Another
difference is in the membrane material. The bipolar membrane is modeled as being half Nafion
and polysulfone, which is commonly used for alkaline membranes [83, 84]. The materials are
thus presented in Table A.9 for 1 MW. To calculate the life cycle emissions of the materials and
the total of the unit, the amount of CO that is formed over the unit’s lifetime, mCO,` , is calculated
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using:

mCO,` =
`coel y · Pcoel y

wcoel y
(2.9)

In Equation 2.9, `coel y is the lifetime of the CoEly unit, Pcoel y is the power rating used (1 MW)
as a reference for the inventory materials, and wcoel y is the specific energy needed to produce
1 kg of CO, which is 7.5 kWh · kg-1 (derived in Section VII). The result of this equation yields the
total amount of CO produced based at a capacity of 1 MW over its lifetime. However, a great deal
of uncertainty exist with the lifetime of this unit, and it is in fact unstable. Nevertheless, studies
have shown that CoEly units can be developed to last up to 3000 hours before deactivating,
which explains the usage of this value as the lifetime [85–87].

Similar to the previous LCI expressions, the reciprocal of Equation 2.9 would serve as the
fraction of a 1 MW unit required to generate 1 kg of CO. Applying the value of the reciprocal as a
further scale to the amount of materials needed would yield the mass of materials needed for
the production of 1 kg of CO, thus forming the inventory of the co-electrolysis unit.

2.2.7. Direct Air Capture

The direct air capture unit (DAC) can provide a carbon source for processes. This unit is
particularly important for the processes using CO2 as a feedstock. Furthermore, the utilized LCI
for the DAC unit is based on solid sorbent technology and accounts for the amine sorbent life
cycle emissions, which was provided by Terlouw et al. [70].

To extract 1 kg of CO2 from air, significant quantities of electric energy and heat are required.
These mass and energy flows are visualized in Figure 2.9.

DAC 1 kg CO2

0.5 kWh

5.4 MJ

Figure 2.9. The unit process for a direct air capture unit, which displays the model’s energy and mass flows across the unit. The unit process
requires heat and electricity as inputs, while the outlet is captured CO2. The air returned to the atmosphere is not considered in the mass balance.

There is some variation in literature studies regarding the exact magnitude of the heat and
electricity (Figure 2.9) required by the DAC unit. A sample of energy requirements from different
studies [70, 71, 88, 89] are reported in Table 2.3.
The heat values highlighted in Table 2.3 show slight disagreement in the ranges. The required
heat presented by Fasihi et al. [88] and Sutter et al. [89] are similar to those of Terlouw et
al. [70] and Deutz & Bardow [71]; however, the data for electric energy that they utilized are
rather optimistic. The energy flows implemented herein are those based on the work of Terlouw
et al. [70], which assessed an expected near-future upscaled DAC unit with reduced energy
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Table 2.3. The reported heat (q ) and electrical work (w ) requirements necessary to capture 1 kg of CO2 based on various studies [70, 71, 88, 89].
This data is representative of the solid sorbent-based DAC unit (without compression).

q [MJ · kgCO2
-1] w [kWh · kgCO2

-1] Reference

5.4 0.5 Terlouw et al. [70]
5.4-7.2 0.2-0.3 Fasihi et al. [88]
4.7 0.7 Deutz & Bardow [71]
6.3 0.25 Sutter et al. [89]

requirements. However, the DAC unit inventory already accounts for the energy flows. For this
reason, these energy flows are removed from the DAC inventory and instead implemented in
the model as energy inputs, to prevent double counting of energy flows (both electricity and
heat). This decoupling also allows the assessment of environmental burdens due to DAC energy
requirements in any country, not just those modeled in the inventory.

The DAC unit consists of high energy inputs, which motivates the research in the direction
of lowering heat requirements to decrease the environmental footprint associated with heating
[90]. The energy required, however, represents data for the near-future. Consequently, a
low-emissions mode of heating at 100°C should be used to minimize the overall envrionmental
burdens [24]. The studies in the literature show that waste heat could be used for DAC purposes,
thus reducing alternative heat inputs to a minimum [70]. The assumption that heat input is
supplied via waste heat is not a very reasonable assumption to produce on-demand synthetic
jet fuel due to availability limitations. Using waste heat could contribute to the lowest GHG
compared to other heating methods [70], but it could pose as a barrier against the scale up of
synthetic jet fuel production using CO2 supplied by DAC. Moreover, the environmental life cycle
assessment presented by Terlouw et al. [70] shows that, for low carbon electricity, heat pumps
can be competitive with other heat sources, thus validating heat pumps as the choice of heating.

2.2.8. Compressor

The compressor is required to compress H2 to reduce storage volume of the storage tank. While
some studies have approximated the LCI of a gas compressor using that of an air compressor
on Ecoinvent [91], the LCI data for a compressor is derived from the work of Peng et al. [92].
Their LCA study quantifies the material masses required to build a centrifugal compressor whose
power rating was 18404 kW. While a lot of metal waste is generated, it will also be assumed that
complete recycling is done and the waste metal can be retained.

Herein, the emissions that the modeled compressor contributes will be scaled according
to the given power rating of Peng et al. [92]. In addition, their study provided the energy needed
to convert the materials required into the key components (spindle, impeller, plates, nuts, etc.).
This energy data on energy thus enables a more accurate representation of the environmental
footprint required to manufacture such units.

The lifetime of one compressor unit is similarly based on the mass of compressed flows
over its lifetime:

mcmp,` =
`cmp · Pcmp
wcmp

(2.10)
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In Equation 2.10,mcmp,` refers to the total mass compressed to a desired pressure using a power
rating of 18404 kW over its lifetime, while `cmp refers to the compressor lifetime (assumed to
be the same as the plant lifetime), Pcmp is the compressor power rating used for the inventory
(18404 kW), andwcmp is the compressor specific work. The reciprocal of the lifetime compressed
mass determines the amount of compressor units needed to compress 1 kg of a given gas, which
would then be used a scale factor for the inventory of materials (Table A.10 in the Appendix) to
determine the amount of materials needed for 1 kg of compressed fluid.

Moreover, the compressor unit process and its energy/mass flows are portrayed in Figure
2.10.

Gas
Compressor

1 kg Gas
Low Pressure

1 kg Gas
High Pressure

W

Figure 2.10. The unit process for a compressor unit, which displays the model’s energy and mass flows across the unit. The unit process requires
electricity to increase the pressure of a given gas. The magnitude of the energy needed depends on the gas being compressed and the final
pressure.

The value of the compressor specific work, which is the energy required to compress 1 kg of a
flow depends on the final pressure and the fluid properties. This dependence is encapsulated in
the following equation [93]:

¤Wcmp =
¤mH2 ·wi s,cmp

ηi s,cmp · ηm · ηe
(2.11)

where wi s,cmp is the specific work of the unit, ηi s,cmp is the isentropic efficiency (80%), ηm is
the mechanical efficiency (98%), and ηe is the electric generator efficiency (96%). The isentropic
specific work of the compressor unit,wi s,cmp , is determined using [93]:

wi s,cmp =
k

k − 1 · R ·Ti
[
pi
po

k−1
k − 1

]
(2.12)

In Equation 2.12, k is the ratio of specific heats of the gas [94], R is the gas constant, Ti is the
inlet temperature, and pi and po are the inlet and outlet pressures respectively. The specific work
for the modeled compressors are tabulated in Table 2.4.

Table 2.4. The estimated specific work required to compress fluids from an inlet pressure, pi to a higher outlet pressure, po . The specific work
values are estimated using efficiencies of Minutillo et al. [93] based on Equation Equations 2.11 and 2.12.

Process Gas Mixture Ti [°C] pi [MPa] po [MPa] wcmp [kWh · kginlet
-1]

CO2ER H2 27 0.1 5 2.4729
CO2ER CO 27 0.1 3 0.08556
CO2HY CO2 27 0.1 5 0.18831
CO2HY, BIOHY H2 27 0.1 3 1.9739
BIOHY Biogas 27 0.1 3 0.1671
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2.2.9. Heat Exchanger

The heat exchanger units encompass coolers and heaters. It is modeled as a tube and shell heat
exchanger, in which the heating/cooling fluid is diphenyl ether/ammonia. The flows across the
unit process are visualized in Figure 2.11.

Heat
Exchanger

1 kg
Fluid (cold)

1 kg
Fluid (hot)

Q

Figure 2.11. The unit process for a heat exchanger unit, which displays the model’s energy and mass flows across the unit. The unit process
requires heat/cooling, supplied by a circulating hot/cold fluid, to increase/decrease the temperature of a fluid. The amount of heating or cooling
load required depends on the final temperature and the properties of the fluid.

Determining the amount of heat depends on many factors such as the heat exchanger
topography, the exchanging fluids, and flowrates. An initial iteration was conducted using an
elaborate methodology [95] to determine the overall heat transfer coefficient, U , such that the
heat exchanger area, A is estimated. The heat exchanger area helps in calculating the length of
the heat exchanger and thus the total mass of a heat exchanger (using standardized tube and
shell diameters [95]). The analysis begins with determining the heat needed, which is done using
Aspen HYSYS, but is based onQ , which is the heat energy required to reach the final temperature
for 1 kg of the inlet. Based on the amount of mass to be heated in one year, which is determined
from the process functional unit and the scale factors, the energy quantity Q is transformed
into the heat rate, ¤Q . The area of the heat exchanger, Ahx , is a fundamental parameter in the
determination of the heat exchanger inventory, which is expressed as:

Ahx =
¤Q

U · LMTD (2.13)

In Equation 2.13, LMTD refers to the logarithmic mean temperature difference, determined by:

LMTD =
∆Ti − ∆To
ln

(
∆T i
∆To

) (2.14)

In Equation 2.14, ∆Ti and ∆To denote the temperature difference at the inlet and outlet
respectively. Thus, the difference is across the different streams.

The heat transfer coefficient, U , is assumed constant for the different heat exchangers
based on the fluids in the shell, tube, and whether phase change is included. Table 2.5
summarizes the values based on data enlisted by Ulrich [96]. While Luyben [97] provides a
general value of 568 W m-2 K-1 used for hydrocarbons, we use the values of Ulrich in an attempt
to be more specific when possible regarding the flows exchanging heat.
Furthermore, the environmental emissions of the heat exchanger equipment is scarce in the
literature. While there are some data that accounts for HX emissions via its stainless steel
materials [79, 98], some of it is either outdated or targeting specific applications, which questions
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Table 2.5. The overall heat transfer coefficients (U ) and the logarithmic mean temperature difference (LMTD ) for the modeled heat exchangers.
The fluids in the tube/shell are approximated by the available dataset presented by Ulrich [96], with the lower bound typically selected. The heat
exchangers are sized conservatively by using the exchange with oil, such as diphenyl ether, since it has a lower U value, despite the fact that some
streams exchange heat within one another via heat integration. s/l refers to the type of heat transfer: sensible or latent; h/c refers to the heating
or cooling that is supplied by the chemical plant.

Stream Fluids

Stream Name h/c s/l Shell Tube U [W m-2 K-1] LMTD [°C]

Syngas pre reaction heating sensible Air, nitrogen, (compressed) water/brine 230 206
CO2-H2 pre reaction heating sensible Air, nitrogen, (compressed) water/brine 230 206
Syngas Reactor Outlet cooling both Hydrocarbon vapors (partial condensers) oil 140 159
CO2-H2 Reactor Outlet cooling both Hydrocarbon vapors (partial condensers) oil 140 159
MeOH pre reaction heating both Alcohol vapor water 570 1.63
Liquid Fuel Range Olefins after reaction cooling both Kerosene Oil 110 237
Liquid Fuel pre Distillation cooling both Kerosene Oil 110 142
Olefin pre reaction heating both Hydrocarbon vapors (partial condensers) Oil 140 246
MTO Reactor Outlet cooling both Hydrocarbon vapors (partial condensers) Oil 140 133
H2-Biogas heating sensible Hydrogen-containing natural gas mixtures Water 450 150
Biogas/MeOH Reactor Outlet heating both Hydrogen-containing natural gas mixtures Water 450 150

the data’s validity. Nevertheless, a conservative approach is used, coupled with thorough design
principles [95, 99]. A shell-and-tube heat exchanger is considered with tube OD of 1 inch and
shell ID of 25 inches, with 2 passes, thus leading to a number of tubes, N tubes , of 252 [99]. The
mass of the heat exchanger is thus:

mhx = mhx ,tubes +mhx ,shel l (2.15)

In Equation 2.15,mhx ,tubes andmhx ,shel l refer to the mass of the tubes and shell respectively. The
equations for these quantities are respectively expressed in Equations 2.16 and 2.17 [95]:

mhx ,tubes = N tubes · ρtube · δtube · L · Dtube (2.16)

mhx ,shel l = ρshel l · δshel l · L · Dshel l (2.17)

In Equations 2.16 and 2.17, ρtubes and ρshel l are the tube and shell material density, δtubes and
δshel l is the tube and shell thickness, Dtubes and Dshel l is the tube and shell diameters, and L
denotes the heat exchanger length, estimated using [95]:

L =
Ahx

N tubes · a′
(2.18)

In Equation 2.18, a′ is the surface area per unit length. The specific values of these quantities are
listed in Section VIII.

The mass estimated using Equation 2.15 estimates the mass of the heat exchanger equipment,
whose lifetime could be many years. In this case, it is assumed herein to equal the plant lifetime.
Thus, the heat exchanger mass is normalized by the total mass of a fluid it heats up its lifetime,
where its LCI is determined by:

mhx ,` =
mhx
¤mhx · `hx

(2.19)

In Equation 2.19, mhx ,` is the mass of heat exchanger required to generate 1 kg of product
output, while `hx is the reactor lifetime in years. Similar to the reactor, the data supplied
herein by Gerloff [79] only supplies data for the inventory of the equipment, without identifying
mass quantities and relating to a capacity of the heat exchanger/reactor. For this reason, the
mass required per unit kg heated is determined via this normalization conducted in Equation 2.19.
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Some heat integration is conducted so that the heat load is minimized. This reduces the
quantities of heat needed, but does not affect the sizing of the reactor. The methodology by
which heat exchanger was conducted is outlined in Table A.11.

2.2.10. Reactor

Thermocatalytic reactors are essential stages in the processing and conversion of the starting
feedstock to jet fuel. While the focus of this study does not extend to optimization of reaction
networks, it nonetheless examines and screens several reactions and determines the reaction
sequence that maximizes jet fuel yield.

The LCI of a reactor is modeled by the mass of steel that forms the reactor and the catalysts
within the reactor. The mass of the reactor is correlated with the reactor volume and uses
chromium steel [79] as a function of the required mass. The reactor mass depends on the desired
rate of production of the products in the reaction outlet, denoted by ¤mR . High yields are ensured
by implementing recycling stream is established to achieve an overall complete conversion.
In this case, the unconverted reactants are fed again to reactor. The total mass entering the
reactant is thus [100]:

¤mr x ,r ec =
¤mr x

χ + ε − χε (2.20)

In Equation 2.20, ¤mr x ,r ec refers to the mass flowrate following entering the reactor the recycling,
¤m to the mass flowrate pre-recycling loop, χ is the single-pass reaction conversion, and ε is the
purge fraction. The purge fraction is considered to be 0.01, and it is implemented to ensure no
reactor overload [100]. Naturally, in doing so the reactor volume increases, which would increase
the reactor cost, but would ensure overall conversion of the reactants.

The modeling of the LCI begins by extracting the reaction data, which is covered by the
reactor empty volume, [r x , which is determined by:

[r x =
¤mr x ,r ec

β · ρcat ·WHSV
(2.21)

In Equation 2.21, β is the porosity fraction (assumed to be 0.4 [100, 101]) and ρcat is the catalyst
density (Table A.16), andWHSV is the weighted hourly space velocity. The WHSV quantifies
the mass flowrate that can be catalyzed by a unit mass of catalyst. Equation 2.21 is central to
the LCI since it incorporates the reaction data with the desired output.

However, this reactor volume represents the total volume, and not the volume of the steel
manufactured, as shown in:

[r x ,st eel = δr x ·
π

4

(
Dr x · Lr x +

1

2
D 2
r x

)
(2.22)

In Equation 2.25, Lr x is the reactor length, Dr x is the reactor diameter, and δr x is the reactor
thickness. This equation assumes the reactor to be cylindrical. The length is modeled to be 4
times the diameter (Lr x = 4 · Dr x ) [100, 101], which leads to:

Dr x =
3

√
[r x
π

(2.23)
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The thickness, in turn, is determined according to whatever his name was [102], and is a function
of pressure:

δr x =
pd · Dr x

2 · σ · ηwel d − 1.2 · pd
(2.24)

Assuming a welding efficiency, ηwel d = 1, σ = 10800 psi (designed conservatively for worst
temperature), and pd = 1.1p (10% increase from operating pressure) [102]. Using the resulting
volume from Equation 2.22, the steel mass needed to build the reactor,mr x ,st eel , is expressed as:

mr x ,st eel = ρst eel · [r x (2.25)

In Equation 2.25, ρst eel is the density of chromium steel. The magnitude of mr x ,st eel represents
the mass of the reactor needed to generate products from reactants entering the reactor at a rate
of ¤mr x ,r ec . However, the lifetime of the reactor extends to several years, and thus this mass is
normalized by the total amount of products generated over its lifetime, where its LCI is determined
by:

mr x ,` =
mr x

¤mr x ,r ec · `r x
(2.26)

In Equation 2.26, mr x ,` is the mass of reactor needed to generate 1 kg of product output, while
`r x is the reactor lifetime in years. Everything is linear since D is a function of 1/3 of reactor
volume and since the others are expressed through D, we get Vsteel as a function of D to the 3
which is Vreac. This mass quantity represented by mr x ,` is thus attributed to chromium steel,
and 31% of this value is added as electricity needed in manufacturing [79]. These are tabulated
in Table A.12.

The production of catalysts is considered as background contributions within the reactor
contributions. A detailed breakdown of how the individual catalyst inventories were modeled is
shown in Tables A.14 and A.16. The LCI of the catalyst is expressed as a function of the amount
of products it can catalyze over its lifetime, mpr oduct ,` , as:

mpr oduct ,` = `cat ·WHSV (2.27)

In Equation 2.27, `cat is the lifetime of the catalyst. The reciprocal of mpr oduct ,` models the
amount of catalyst needed to produce 1 kg of product. Moreover, the quantification of a `cat is
accompanied by high uncertainty, since most studies do not consider stability over thousands
of operating hours. Some studies say minimum of 5 years, others have regeneration cycles
following deactivation [103]. Thus, it is modeled herein to be replenished every year, and their
environmental emissions is included by scaling their contribution by the amount of times the
catalyst is replenished.

The life cycle emissions of the catalyst contribution are thus strictly due to the materials
used, and does not take into account the energy required to manufacture such nanoparticles.
The review of Salieri et al. [104] provides a thorough analysis of nanoparticle and catalyst
LCA studies, but does not contain such studies for catalysts involved in the methanol to
jet fuel pathway due to the field’s infancy. In addition, the quality of data and the extent of
information reported varies significantly between the studies. For instance, Griffiths et al. [105]
assessed the environmental impacts of various catalysts, including their source material and
manufacturing energy requirements, the data for the required manufacturing energy is not
reported. In contrast, Caramazana-González et al. [106] provided a detailed life cycle assessment
of delivering 1 kilogram of nano TiO2, providing a complete inventory including energy inputs
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required for nanoparticle stirring, heating, and cooling. However, these energy requirements
varied drastically amongst the selected nanoparticles, which renders it difficult to derive a
general correlation for energy input for nanoparticle synthesis. Thus, the synthesis energy for
catalysis will be neglected due to lack of reliable and representative data for the utilized catalysts.

A sample of the energy and mass flows of a reactor unit process is shown in Figure 2.12.

Reactor1 kg Reactants 1 kg Reactants/Products

Q

Figure 2.12. The unit process for a reactor, which displays the model’s energy and mass flows across the unit. The inlet of the unit process
comprises of the reactants, while the outlets are the products and heat (extracted as cooling). The boundary of the unit process includes the
reactor and the recycling stream, such that the overall conversion is 100% when the single-pass conversion is less than 100%.

Each process consists of at least 4 reactions. The products and reactants of each reaction,
which would slot in Figure 2.12, are summarized in Table 2.6.

Table 2.6. The various reactions considered for the 3 processes (CO2ER, CO2HY, BIOHY; ALL refers to the reaction/reactor present in the 3
processes). The table highlights the reaction equation, in addition to reaction yields such as selectivity (ς), conversion (χ ), based on the reaction
conditions such as temperature (T), pressure (p), weight hourly space velocity (WHSV), and the utilized catalyst. For the methanol to olefins step,
C4, C5, and C6 olefins are produced, but C6 is represented in the olefin oligomerization reaction where jet fuel is represented as an average of C12
alkane. The selectivity value does not include byproduct of water and only models the hydrocarbon selectivity. The term FER refers to ferrierite
zeolite.

Yield Conditions

Process Reaction Target Product ς [%] χ [%] WHSV [h-1] T [°C] p [MPa] Catalyst Reference

CO2ER CO + 2H2 −−−→ CH3OH CH3OH 96 37.57 10 230 5 CuZnAl [107]
CO2HY CO2 + 3H2 −−−→ CH3OH + H2O CH3OH 100 7.7 4.2 220 3 PdZn/CeO2 [108]
BIOHY CO2 + 3H2 −−−→ CH3OH + H2O CH3OH 100 28 N/A 250 3 CuZnAl [109–111]
ALL CH3OH −−−→ H2O + 1

n CnH2n C4H8 ,C5H10 ,C6H12 86 100 1.2 400 0.1 CeO2-FER [112]
ALL 2 C6H12 −−−→ C12H24 C12H24 (∼ JF range) 98 50 3 140 10 Al-SBA-15 [113]
ALL C12H24 + H2 −−−→ C12H26 C12H26 (∼ JF) 100 100 3 140 1.135 Pd/Al [114]

The production of methanol from syngas is a well developed process. Dieterich et al.
[115] provided a comprehensive overview of commercial syngas to methanol technologies. The
reaction that was chosen was that which was developed by BASF [107]. This reaction was
selected not only due to its high selectivity but also since its input matched the outlet of the
CoEly unit, where there were still some unreacted CO2 which can be used in the reaction.

Olefin production is a vital intermediate step in the production of jet fuel. For jet fuel
production, the olefin precursor is usually alcohols, such as methanol [103, 116–122] or ethanol
[123, 124], or syngas via Fischer-Tropsch [125]. Because methanol is more easily produced from
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syngas, it is chosen herein as the olefin precursor. Tian et al. [103] demonstrated the scale-up
of MTO from micro reactors to industrial ones. The catalyst suffers from periodic deactivation,
which thus necessitates its regeneration every few hours [119, 126, 127]. However, the scaleup
shown by Tian et al. [103] shows that regeneration cycles can be implemented to maintain
product output over thousands of operating hours.

The process of converting methanol into olefins is based on the work of Park et al. [112].
In their study, the comprehensive data availability and high efficiency and showed a higher
lifetime (>20 hours). In particular, this process maximizes C4-C6 olefins, which is the required
precursor for the olefin oligomerisation reaction [113]. By nature of the stoichiometry, 1 kg of
methanol produces 0.5625 kg of water, with the balance is the mass of hydrocarbons. This
sets an upper limit of hydrocarbon production, which could encourage the investigation of other
process such as Fischer-Tropsch [48].

The recovered C4-C6 olefins are thus oligomerized to jet fuel range alkenes. Several jet
fuel production pathways have been developed and evaluated [128–131]. Mobil was the first
company to demonstrate the commercial feasibility of such a process in 1988, by coupling
methanol-to-olefin and olefin-to-gasoline distillate units, with both processes using a ZSM-5
catalyst [49, 132]. A more recent study by Saavedra Lopez et al. [123] depicted high yields of
jet fuel-range olefins. However, their reactions consisted of mainly C2-C3 olefins. In this study,
some units were constrained to incorporate the work of collaborators in the Synfuel Initiative. As
a result, the modeled olefin oligomerization reaction was that which was developed by Dubray
et al. [113]. Their reaction shows high selectivity (98%) towards jet fuel range alkenes (C10-C18
olefins), even at a conversion as high as 50%. While the results presented in their work are based
on the conversion of C5-C6 olefins, C4 olefins are expected to yield the same range of C10-C18
due to the higher reactivity of C4 olefins compared to C5-6 [113]. This reaction produces 98% of
jet fuel, with the remaining 2% corresponding to heavies. The final step lies in hydrogenating the
jet fuel-range alkenes to alkanes. The jet fuel hydrogenation process typically utilizes Pt catalysts
[21, 133–135]. The best one [133] utilizes (0.5%) Pt on Alumina, 10% excess H2 at 11.35 bar and
150°C, and WHSV=3 h-1. These conditions lead to almost a 100% hydrogenation conversion.
Thus, following this reaction pathway, 0.37 kg of jet fuel are converted from 1 kg of methanol.

For the CO2HY process, the selected catalyst ensures 100% methanol selectivity, which
eliminates the need for further separation of carbon sources [108]. The hydrogenation reaction
of CO2 in biogas (process BIOHY) is done in a cascade, where the reacting flow undergoes
separation of MeOH/water via simple condensation, so that the remaining unreacted flows
can react again. The first heat exchanger consists of 3 sets of reactors, heaters, coolers, and
separators, as highlighted in Figure 2.1. Compared to the first cascade reactor, the 2nd reactor
and 3rd reactor are smaller in size, since there is less reactants to react. The first cascade
contains the entire flow, while the 2nd contains 28% less and the 3rd contain 47.3% less flow. The
sizing is based on these reductions in flows, and is applied for the reactors, condensers, coolers,
and heaters.

2.2.11. Distillation Column & Separator

The distillation column LCI is based on the work of Brondani et al. [136]. Their study focused
on the environmental impact of the required materials. Thus, the height and diameter of the
column largely influence the amount of materials utilized. In addition to the aforementioned
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environmental footprint, the heating is included herein via the energy flows, which was not
considered in their study since the reboilers and condensers necessary in the separation process
were not accounted for.

In the study of Brondani et al. [136], the environmental assessment of a distillation column was
limited to the manufacturing of the column and not its operations and potential inefficiencies.
This evaluation was conducted using a functional unit of a range of ethanol output (15-30
L/h). Such a functional unit is in fact not comprehensive, as it does not allow generalization
or scaling to account for different distillation column sizes. For instance, if the output flow of
the desired product is used as the functional unit, the effect of the internal flow (inlet flow),
pressure conditions, and the separation difficulty (number of stages, outlet compositions) are
not accurately accounted for. Thus, the functional unit utilized herein corresponds to the mass
of the distillation column, sized via the required weight of the stainless steel and not the total
column weight. This metric quantifies the sizing much more accurately, and is in fact more
consistent with the costing analysis.

In summary, the life cycle emissions of the manufacturing of the column are estimated
based on the data supplied by Brondani et al. [136], but scaled via the determined mass of the
designed distillation column, which is expressed as:

mdc,st eel = ρst eel ·
π

4
· Hdc

(
(Ddc + δdc)2 − D 2

dc

)
(2.28)

In Equation 2.28, Ddc represents the diameter of the column, ∆dc the column thickness, and Hdc
the column height. The column’s design typically involves several degrees of freedom, which
renders it a relatively open problem with several potential solutions depending on the design
choices. The design herein, however, will utilize a standardized but conservative methodology
to unify the model of the multiple columns in the different processes considered. These
methodologies are based on well-established heuristics and guidelines proposed by Wankat [137]
and Seider et al. [99].

mdc,` =
mdc,st eel

¤msep · `R
(2.29)

Sizing a distillation column determines the column diameter and height. The column diameter
is determined by the internal fluid flow, while the height is determined by the relative volatility
and desired final compositions. The values of both quantities must be appropriate for a column,
which requires several iterations would be required to ensure designing a practical column. For
instance, a common heuristic states that the column height should not exceed 20 times its
diameter [99]. The distillation unit herein is simply modeled by a single feed stream entering the
unit, with 2 outlet streams (distillate and bottoms; no side-stream). Thus, the column diameter is
determined via the following [137]:

Ddc =

√
4Fv

π · ρv · uv
(2.30)

In Equation 2.30, D refers to the column diameter, Fv to the vapor flowrate within the column,
ρv to the vapor density, and uv to the allowable flooding velocity. Fv is a function of the desired
outlet compositions, and is determined via [137]:

Fv = FD (1 + rr ef l ux ) (2.31)
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In Equation 2.31, FD refers to the distillate flow rate and rr ef l ux denotes the reflux ratio. The reflux
ratio is determined via the results from Aspen HYSYS. The equation for the distillate flowrate,
however, is determined by:

FD =
∑
i

Ff eed · zf eed ,i · F RD ,i (2.32)

In Equation 2.32, zf eed ,i is themass fraction of component i in the feed, Ff eed is the feed flowrate,
and F RD ,i refers to the fractional recovery of component i in the distillate, which is set to 0.995
to achieve a high recovery. Moreover, the flooding velocity is determined using the Souders-Brown
equation [137]:

uv = Kv

√
ρl − ρv
ρv

(2.33)

In Equation 2.33, ρl is the liquid density and Kv is the vapor load factor, whose value varies as
a function of the tray spacing, ht r ay = 36 inches. A conservative choice of Kv = 0.03 m/s is
chosen. The values of ρl and ρv are determined using Aspen HYSYS.

Moreover, the distillation column height is calculated as:

H = N t r ay s · dt r ay s (2.34)

In Equation 2.34, N t r ay s is the number of trays required in the column, and dt r ay s is the distance
between the trays. N t r ay s is approximated for all distillation columns as 20 and 5 for separators,
while dt r ay s is the maximum allowable distance at 36 inches. N t r ay s is also scaled by 2.5 to
ensure sufficient separation trays are modeled [137].

Due to lack of any more representative distillation capacity data, the distillation column
mass is modeled based on the flow and then correlated with the remaining unit materials. Similar
to the reactor and heat exchanger, the mass is normalized by the total mass of distilled products
over its lifetime, where the lifetime is assumed to be the same as that of the plant lifetime.

The materials utilized from Brondani et al. [136] are tabulated with their respective masses
in Table A.13. Additional inventory is included to account for the reboilers and condensers.
These units are essentially heat exchangers, and thus incorporate the heat exchanger inventory
demonstrated in Section 2.2.9..

The distillation column and separators were modeled using the flows shown in Figure 2.13.

Distillation
Column

1 kg Mixture

ϵ kg A

(1-ϵ) kg B

Q̇c

Q̇r

Separator1 kg Mixture

ϵ kg A

(1-ϵ) kg B

Figure 2.13. The unit process for the distillation column(left) and the separator (right) units, which displays the model’s energy and mass flows
across the unit. Note that the separator (right) does not include the heat streams since the inlet flow is cooled/heated in a heat exchanger prior
to entering.

The separations that occurred are reported in Table 2.7 by identifying the separation streams,
the product of interest in the process, and heat and cooling loads for the reboiler and condenser
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Table 2.7. The various separations considered for the 3 processes (CO2ER, CO2HY, BIOHY; ALL refers to the reaction/reactor present in the 3
processes). The table highlights the separation units with their key products, heat/cooling input, column reflux ratios, and temperatures when
possible. Empty entries (-) denote the separation is conducted in a separator and not a distillation column. Separation recovery is almost 100% to
maximize jet fuel output. The key products denote the contents of the 2 outlet streams, with the content in each stream separated by the backslash
(/).

Process Key Products Target Product rreflux qcd [MJ · kginlet
-1] qrb [MJ · kginlet

-1] p [MPa]

CO2ER Uncreacted CO–H2/CH3OH CH3OH - - - 5
CO2HY Uncreacted CO2 –H2/CH3OH–H2O CH3OH–H2O - - - 5
BIOHY Uncreacted Biogas/CH3OH–H2O CH3OH–H2O - - - 3
CO2HY, BIOHY CH3OH/H2O CH3OH 1.43 0.7028 1.708 0.1
ALL C=

3/C
=
4+Olefin C=

4+Olefin - - - 0.1
ALL Olefin/Water Olefin 7.713 1.935 1.824 0.1
ALL Jet Fuel/Heavies Jet Fuel 0.04 0.3256 0.3058 0.1

when possible. These units are incorporated partially in the heat integration. The heating data is
generated at a fractional recovery of 99.5%. A separator was used when the separation difficulty
was low and the units could be flashed and separated directly.

The decentral nature of methanol production in the the BIOHY process, necessitates the
transportation of this flow to the centralized plant following separation. This transportation of
MeOH/H2O to be further refined to jet fuel in the central plant is modeled herein. A transportation
distance of 200 km is assumed, and the ecoinvent activity associated with this transportation is
“transport, freight, lorry 16-32 metric ton, EURO5, RER”. The unit of this activity is in ton · km, and
the mass scales with the increase of the functional unit of the separator.

2.2.12. Water Production

Water is an essential feedstock in the production of synthetic fuels. Its utilization in the scope
of a life cycle assessment necessitates accounting for the life cycle emissions associated with
its production. Thus, while water is purchased as an operating expense, its life cycle models its
production prior to utilization in the chemical plant. The resulting water is in fact deionized. The
schematic for this unit process is shown in Figure 2.14. The power required is 0.0000265 kWh, and

Water
Production0.000125 kWh 1 kg H2O

Figure 2.14. The unit process for water production, which displays the model’s energy and mass flows across the unit.

is retrieved from the ecoinvent dataset of this activity [51]. Similar to the DAC unit assessment,
the electricity input is decoupled from the inventory dataset to avoid double counting. Instead,
the electricity flow is considered in the energy balance of this unit process, such that the overall
electricity dependence can be examined.
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2.2.13. Pump

Pumps are needed to supply compress and transport liquid flows in the chemical plant. For
water, the pump would help circulate it as a feedstock to the required units, which is in the case
the co-electrolysis and electrolysis units. In particular, a high water pressure at the electrode
inlet could provide benefits in reducing the energy needed to reduce the cost of H2 compression
[138]; however, high pressure is not implemented by the experimental collaborators. As for the
olefins, the pump enables increasing the pressure to a setpoint that represents an improved
reaction pathway and yield [113].

The LCI of the pump utilizes the ecoinvent dataset for a water pump. While this very suitable
for the water pump, it might not be the most representative for pumping olefins. Nevertheless,
due to lack of better datasets, it is assumed that the pump lifetime is not affected by the olefin
fluid properties relative to those of water. Moreover, the unit process energy and mass flows are
highlighted in Figure 2.15.

Liquid
Pump

W

1 kg Liquid
(High Pressure)

1 kg Liquid
(Low Pressure)

Figure 2.15. The unit process for a pump, which displays the model’s energy and mass flows across the unit. This unit is used for pumping water
and liquid olefins.

¤Wpump =
¤m · (po − pi )
ρf l · ηpump

(2.35)

In Equation 2.35, ¤Wpump refers to the calculated pump power, po is the outlet pressure determined
by the electrolyzer water input, pi is the inlet pressure, ρf l is the fluid density, ¤m is the mass
flowrate across the pump, and ηpump is the pump efficiency.

The inventory and mass/energy balances highlighted are applicable for both water and
olefins. The amount of pumping power distinguishes both units since they are determined by the
target final pressure and fluid properties. These properties are tabulated in Table 2.8. The target

Fluid po [bar] wpump [kWh · kg-1]

Water 0.5 0.00013843
Olefin 60 0.0032278

Table 2.8. The target pressure and energy inputs required by the 2 modeled pumps, whose liquids are water and mixture of C=
4 , C

=
5 , and C=

6
respectively. The water specific work is calculated using Equation2.35, while that of the olefin mixture is calculated using Aspen HYSYS.

pressure in Table 2.8 is assumed as 5 times the ambient pressure, such that water circulation
around the chemical plant is ensured.
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2.2.14. Biogas Production

Biogas is the feedstock in the BIOHY process. Its production is modeled using ecoinvent’s
biogas production using sewage sludge, which is common in Switzerland. The resulting biogas
composition is thus 67% CH4, 32.3% CO2, and 0.7% of N2 [139]. The process model, however,
developed by Moioli et al. [56] utilizes a composition of 60% CH4-40% CO2. Due to lack of
more representative data, the utilized biomass composition will be assumed to have the same
conversion performance as in the process model.

The energy and mass balance of the biogas production with respect to the system boundary is
thus shown in Figure 2.16.

Biogas
Production

1 kg Biogas

Figure 2.16. The unit process for biogas production via sewage sludge waste treatment, which displays the model’s energy and mass flows across
the unit.

The ecoinvent database models the biogas production as a byproduct of sewage sludge
treatment, and thus comprises no emissions since the burden is attributed to the waste
treatment process, which generates emission-free biogas [51]. Such a property can enhance the
overall GHG of synthetic jet fuel by avoiding feedstock emissions.

2.3. Life Cycle Impact Assessment

The life cycle impact assessment (LCIA) metrics to be examined are: (1) the climate change
impact, (2) cumulative energy demand, (3) land occupation, and (4) water usage. The final values
corresponding to these metrics, in addition to up to 50 contributing flows, were quantified as part
of this analysis. They are summarized in Table 2.9.

Impact Categories Symbol Unit

Climate Change Impact GHG kgCO2-eq
Cumulative Energy Demand CED MJ-eq
Land Occupation LUO m2 · yr
Water Depletion WDP m3

Table 2.9. Summary of life cycle impact categories considered in the comparative assessment of synthetic jet fuel processes. These categories
include the climate change impact defined by the IPCC in 2013 using a 100 year horizon for global warming potential (GWP), cumulative energy
demand (including that of biomass, fossil, geothermal, nuclear, primary forest, solar, water/hydro, and wind energy), land usage and occupation,
and water depletion metrics [51].
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The impact category names, shown in Table 2.9 as used in ecoinvent [51], are outlined in greater
detail the Table A.1. These metrics are quantified per kilogram of jet fuel.

2.3.1. Climate Change Impact

The climate change impact metric is quantified by the calculated greenhouse gas (GHG)
emissions, which measures the equivalent CO2 emissions emitted by the synthetic jet fuel
production process. This metric is particularly important since the life cycle carbon footprint
of conventional jet fuel is 3.52 kgCO2-eq · kgJF

-1 [6, 51]. In this study, biogenic CO2 is used as a
feedstock, either directly through DAC units or biomass, and the same amount of CO2 is later
released following jet fuel combustion. For this reason, the CO2 footprint should be assessed.
Its unit is kgCO2-eq, which includes the contributions by 211 chemicals that, like CO2, trap heat
in the environment. The impact of heat trapping is evaluated over a 100 year horizon (GWP
100a), and summed together as an equivalent mass of CO2 having the same heat trapping
effect. Consequently, the GHG emission units CO2-eq and CO2 are used interchangeably as
subscripts to simply the notation. While effects in the upper atmosphere due to contrails could
contribute to more equivalent CO2 emissions [140], these effects are not accounted for herein.
The environmental impact due to contrails are presumed to be the same between conventional
and synthetic jet fuels [14], although recent studies show that soot reductions via combustion of
jet fuels with less aromatics could reduce contrail cloudiness [141]. Nevertheless, they are not
accounted for herein.

2.3.2. Cumulative Energy Demand

The cumulative energy demand (CED) is key in assessing the total energy required to produce one
unit of the desired product. This metric accounts for inefficiencies by quantifying the energy
required to deliver the energy flows required by the jet fuel production process. The CED of
each process is thus estimated by adding the various types of cumulative energy demands
(renewable: biomass, geothermal, solar, hydro, wind; non-renewable: fossil, nuclear, primary
forest) in ecoinvent [51, 142], and utilizes a unit of MJ-eq.

2.3.3. Land Usage Occupation

Land usage and occupation (LUO) is an essential metric to examine in light of the high land usage
of processes utilizing biomass feedstocks. This metric could lead to synthetic fuels using CO2
feedstocks to be more attractive than those using biomass feedstocks. Its unit is m2 · yr, which
refers to the effective amount the area occupied over the duration of a year.

2.3.4. Water Depletion

Water depletion (WDP) is a also keymetric due to the prominent utilization of water as a feedstock
to produce H2 via water electrolysis. Its unit is m3 of water, which quantifies the volume of water
consumed.
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2.4. Results & Discussion

The results of the life cycle assessment of the 3 considered processes are presented using the
life cycle impact assessment categories. These environmental metrics are further examined by
assessing the energy utilization of the processes, and the derived GHG metric of each process
is benchmarked with respect to similar literature studies. Finally, the processes are assessed in
a sensitivity analysis based on parameters that have high levels of uncertainty or lack sufficient
data.

2.4.1. Impact Categories

The selected impact categories by which the processes are assessed and compared are: (1) the
climate change impact, (2) cumulative energy demand, (3) land utilization and occupation, and
(4) water depletion. These metrics are shown in Figure 2.17.
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Figure 2.17. The variation in the climate change impact, GHG (a), cumulative energy demand, CED (b), land utilization and occupation, LUO
(c), and water water depletion, WDP (d), produced by the considered synthetic jet fuel production processes (CO2ER, CO2HY, BIOHY). The
impact categories are shown for each process without and with heat integration, highlighting the significant reduction when recovering heat in
these processes. These synthetic processes are compared to the conventional petroleum-based jet fuel via the aforementioned metrics. The
petroleum-based jet fuel metrics are divided into contributions via production and combustion. A decomposition of the units contributing to the
emissions of the heat integrated synthetic processes is highlighted for each process using the pie charts. Grid electricity proves to be the highest
contributor to all metrics assessing the 3 synthetic jet fuel production processes.
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Figures 2.17 (a), (b), (c), and (d) portrays the climate change impact, the cumulative energy
demand, the land usage, and the freshwater depletion metrics respectively for the 3 synthetic
production processes and the petroleum-based jet fuel. The metrics of the 3 synthetic production
processes are shown with and without heat integration. All 4 environmental metrics of the
3 processes exhibit reductions upon implementing heat integration. The greatest emission
reduction due to heat integration is highlighted by the climate change impact in Figure 2.17
(a). Particularly, the CO2ER and CO2HY exhibit notable GHG reductions by 28.3% and 33.8%.
The BIOHY process shows less reductions due to heat integration (18.3%), since this process
is spatially separated and thus there is less potential for heat recovery. The 3 processes
nevertheless show promising GHG reductions compared to the conventional petroleum-based
jet fuel. Thus, the synthetic production of jet fuel via CO2ER, CO2HY, and BIOHY can reduce the
carbon footprint of 1 kg of jet fuel (relative to the petroleum-based fuel utilized today) by 35.9%,
41.9%, and 33.3% respectively. These lower GHG values of the synthetic processes include
production, combustion, and uptake due in the biogenic CO2 feedstock. However, the usage of
a biogenic source of carbon leads to a negative emission value and negates the combustion
emissions. This negation implies that these GHG values are purely due to production, which is
significantly higher than that of the petroleum-based fuel (0.361 kgCO2-eq · kgJF

-1 due to production)
and consequently emphasizes the optimization of the production as a means to minimize these
emissions. This deviation in production GHG emissions between the synthetic jet fuel processes
and the petroleum-based process can be explained by the emission contributions highlighted by
the pie plots in Figure 2.17 (a). For the CO2ER process, 83.8% of the GHG emissions is attributed
to electricity emissions, while the balance is divided similarly between the co-electrolyzer (9.8%),
electrolyzer (0.4%), DAC (2.46%), heating (1.5%), and cooling units (0.95%). It is worth noting that
the co-electrolyzer has higher contributions than the electrolyzer unit, which is explained by the
lower lifetime of the CoEly, despite the lower noble metal content. However, this is assuming the
co-electrolyzer unit operates as modeled. Even under such optimistic circumstances, the CO2ER
process shows higher emissions than the CO2HY. For the CO2HY process, the GHG emissions are
mainly divided between electricity (68.2%), heating (22.8%), DAC (3.31%), and reactors (3.47%).
The contribution of the reactor is particularly dominated by the CO2 hydrogenation reactor,
which is modeled to use a catalyst using Palladium, which is a noble metal. Finally, the BIOHY
GHG emissions are distributed amongst the electricity (63.8%) and heating (33.8%). Thus, by
evaluating the processes based on only the GHG, the CO2HY process is the most attractive from
an environmental perspective, with a GHG that can be potentially reduced to 2.05 kgCO2-eq · kgJF

-1

via heat integration.

The cumulative energy demand highlighted in Figure 2.17 (b) show stark differences between
the synthetic and petroleum-based jet fuel. The CED of the synthetic processes before
heat integration ranges between 243 and 315 MJ-eq, while the range decreases to 221 to
297 MJ-eq following heat integration. This reduction is owed to the decrease in heating
and cooling demand as a result of heat recovery. Nevertheless, the CED even after heat
integration remains significantly higher than the energy demand of the petroleum-based jet fuel,
which is approximately 7 MJ-eq. This value represents the energy demand to extract 1 kg of
petroleum-based jet fuel via fractional distillation, and is determined via economic allocation.
The contribution to the CED (visualized by the pie plots) are predominantly owed to the usage
of the Swiss grid electricity (CO2ER: 94.9%, CO2HY: 93.82%, BIOHY: 92.45%). This high value
could signify that either the processes require a lot of electricity or that an output of 1 MJ of
electricity requires a higher primary energy value as input due to inefficiencies. The synthetic
nature of these fuels justifies the former. A detailed breakdown of the usage electricity and
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heat transfer is conducted in Section 2.4.2. to investigate the high contributions due to electricity.

Figures 2.17 (c) and (d) show that the land usage and water depletion of the CO2HY and
BIOHY processes are similar, while that of CO2ER is notably higher. The similarity in the WDP
values across all the processes is a result of the similar electrical energy required by the CO2HY
and BIOHY the electrochemical units to produce 1 kg of jet fuel, while CoEly contribution in the
CO2ER process adds more electricity reuiqrements. These metrics exhibit very minor reductions
due to heat integration. In a similar manner to the GHG and CED, both LUO and WDP metrics are
predominantly formed by land usage and water depletion due to the grid electricity. In the case of
LUO, the contribution of electricity is around 90% (CO2ER: 93.2%, CO2HY: 96.6%, BIOHY: 97.3%,),
while the electricity contribution in WDP is also around 90% (CO2ER: 95.65%, CO2HY: 98.1%,
BIOHY: 98.65%,). The balance in LUO for the CO2ER process is attributed to units containing
noble metals, which are respectively the CoEly unit. The same is true for WDP, where the
balance is due to the CoEly unit (CO2ER). However, compared to the petroleum-based jet fuel, the
synthetic jet fuel LUO and WDP metrics are over 2 orders of magnitude. In particular, the LUO of
the synthetic processes is on average 5000% higher, while their WDP is on average 35000% higher.

The 3 synthetic processes generally have similar environmental impacts, which can be
explained by the fact that the second half of each pathway (MeOH-to-Jet Fuel) is the same across
the 3 processes. The inclusion of the co-electrolyzer unit, however, proves to provide a notable
GHG increase in the CO2ER process metrics compared to the CO2HY and BIOHY processes.
The increase in GHG is particularly highlighted by the reduction of CO2 into CO which requires
more electricity to do so. While the heating contribution is less in the CO2ER process due to
the bypassing of an additional distillation column, the GHG values remain high compared to
that of the CO2HY process. The BIOHY, on the other hand, capitalizes on biogas production
from waste treatment, and thus uses a feedstock with zero emissions. However, this process
suffers from its dependence on biogas production plants, and could encounter a multitude of
logistical issues due to the spatial separation. It proves to be an interesting emission reducing
pathway, but could face difficulties in scaling up. By examining all metrics combined, it can be
established that CO2HY is generally more efficient than the other processes. The BIOHY process
is also competitive in terms of GHG emissions, but could face practical issues in implementation.
Besides electricity emissions, the emissions due to noble metals is evident, which also a target
that must be reduced for the sustainable production of such commodity chemicals.

2.4.2. Energy Utilization

The decoupling of the energy required by the unit processes from their emissions necessitates a
further examination of the various forms of energy required per kg of jet fuel and a breakdown of
the unit processes that require this energy. This breakdown is particularly useful to ascertain the
distribution of electricity demand across the units, which would help explain the high emissions
due to electricity. This is shown in Figure 2.18.

Figure 2.18 (a) and (b) highlight the demand of electrical energy and heat via HTHP needed
to produce 1 kg of synthetic jet fuel for each of the 3 considered processes (following heat
integration). The electrical energy demand for the hydrogenation processes is roughly the same,
ranging between 31 and 33 kWh · kgJF

-1 , as shown in Figure 2.18 (a), while that of the CO2ER
process is significantly higher at 42 kWh · kgJF

-1 . The similarity between BIOHY and CO2HY
process rather fortuitous due to the economic allocation (at the MeOH/methane separator)
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Figure 2.18. The variation in the electrical energy (a), and heat via high temperature heat pump (b) required per kg of synthetic jet fuel for the 3
production processes (CO2ER, CO2HY, BIOHY). The electrical energy and HTHP heat demands are shown only following heat integration. The pie
charts show a breakdown of the units that require the shown energy flows. Heating refers to the industrial furnace heating.

conducted to quantify the methanol contributions. In contrast, the reason behind the high
CO2ER process electric demand is owed to more electricity requirements by the CoEly unit. The
distribution of electrical energy amongst the unit processes (pie plots) signifies that a majority
of electrical energy is dedicated to the electrolyzer unit (Ely). The electrolyzer unit utilizes 37.9%,
65.3%, and 81.4% of the electrical energy in the CO2ER, CO2HY, and BIOHY processes respectively.
While the electrolyzer percent contribution to electric power demand in CO2ER process is less
than the remaining processes, this is owed to the added CoEly contribution at 38%. Moreover, the
higher electrical input to the Ely unit in the BIOHY process is attributed to the higher input needed
due convert the unreacted CO2 to CH4 (the methanation reaction occurs beyond the process
boundary). The DAC unit also requires a notable portion of the electricity in the CO2-based
processes, with the CO2ER and CO2HY processes requiring 4.2% and 6.87%. Additional electricity
inputs are needed by the high temperature heat pump (CO2ER: 16.5%, CO2HY: 22.7%, BIOHY:
11%) and compressors/pumps (CO2ER: 3.4%, CO2HY: 5.1%, BIOHY: 7.5%). Whether for CO2 or
H2O electrolysis, the energy requirement to generate a unit of CO or H2 remains quite high. The
satisfaction of sustainability targets could depend on such energy requirements; at the moment,
around at around 20 kWh is demanded by the Ely unit of the CO2HY per kgJF. If this energy
requirement is only considered as the power requirement (ignoring heating/cooling), the energy
input (equivalent of 72 MJ) is nearly double the energy content of 1 kg of jet fuel (43 MJ). While
the projections for this energy requirement for water electrolysis is expected to decrease by 2050
(∼ 40 kWh · kg-1) [78], this decrease is only a 16% reduction relative to today’s quantity. This low
energy efficiency could require the investigation of alternative H2 production pathways.

In contrast, the HTHP heat demand shown in Figure 2.18 (b) shows more variation across
the synthetic processes. The HTHP of the CO2-based processes is similar at around 73 MJ ·
kgJF

-1 , while the biomass-based process requires 38.5 MJ · kgJF
-1 . These heat values are high,

but are acceptable since the HTHP produces less emissions, even at a value of COP = 2.9. The
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key difference in the HTHP heat demand lies in the dedication of the HTHP to heating of the DAC
unit, where 22.5% and 27% of HTHP heat required by the DAC unit. Consequently, the majority of
the HTHP demand is thus utilized for cooling (CO2ER: 77.5%, CO2HY: 73%, BIOHY: 100%), with
variations in cooling demand due to the varying heat integration configurations. A closeup on the
heating and cooling demands is thus shown in Figure 2.19.
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Figure 2.19. The variation in the heating via furnace (a), and cooling (via an absorption chiller) (b) required per kg of synthetic jet fuel for the 3
production processes (CO2ER, CO2HY, BIOHY). The heating and cooling demands are shown before and after implementing heat integration. The
pie charts decompose the distribution of energy flows for the units’ combined heating and cooling demand prior to heat integration. Heating refers
to the industrial furnace heating.

Figure 2.19 (a) and (b) display the heating (via industrial furnace) and cooling demand (via
absorption chiller) for the evaluated processes respectively prior to and after recovering heat.
The heating demand per kg of synthetic jet fuel prior to heat integration is varies between 12.1 to
19.8 MJ, with the CO2ER requiring the lowest heat input. Following heat recovery, the CO2ER heat
demand can be reduced by 96% to 0.455 MJ · kgJF

-1 . The CO2HY process, in contrast, exhibits
a similar reduction to reach 6.17 MJ of heating demand. Compared to the CO2ER process that
bypasses the MeOH/H2O separation, the CO2HY’s inclusion of this separation step increases
the heat demand due to the reboiler of the distillation column. This significant increase in heat
demand due to the addition of a distillation column shows the importance of developing highly
selective catalysts/reactions that can avoid extensive separations. The distillation heating
requirements are visualized in the pie charts of Figure 2.19 (a), where the CO2ER process has a
heat exchanger-distillation split of 59.5%-40.5%, while the distribution for the CO2HY process
is 39.2%-60.8%. Finally, the BIOHY process is initially 17.4 MJ without heat integration, but can
be decreased to nearly 11 MJ. The energy reduction due to heat integration is the lowest for
the BIOHY process since the process is spatially separated, and thus heat cannot be recovered
as efficiently as in the CO2-based processes. The heating demand for this process is also
distributed between the heat exchanger and distillation columns (30.5%-69.5%), with similarly
high separation requirements due to the inevitable MeOH/H2O separation.

The cooling demand in Figure 2.19 (b) is generally higher for each process than that of the

40



heating demand, which is attributed to the subzero separation of olefins. The reductions in
the cooling demand due to heat integration, however, is naturally the same as the difference
highlighted in Figure 2.19 (a). The cooling demand varies not only due to condensers for the
distillation column and heat exchangers, but also as a function of the exothermicity of the
considered reactions. The distribution of cooling requirements is thus distributed between
reactors (CO2ER: 41.8%, CO2HY: 29.9%, BIOHY: 20.2%), heat exchangers (CO2ER: 39.6%, CO2HY:
39.7%, BIOHY: 37.3%), and distillation columns (CO2ER: 18.5%, CO2HY: 30.2%, BIOHY: 42.3%).
Heat integration thus shows to be effective and necessary in emission reduction.

The overall energy efficiency can be assessed by relating the jet fuel energy output (∼ 43
MJ·kg-1 [15]) to the overall energy input. The energy input assessed herein will be limited to
the electricity and heating via industrial furnace to avoid double counting. The cooling system
is not counted since the energy it outputs is based on inputs from the high temperature heat
pump, whose output relies on electricity as input. From the results of Figures 2.18 and 2.19,
the CO2HY process is the most energy efficient process and requires 111.6 MJ from electricity
and 6.17 MJ of heat (after heat integration) to produce 1 kg of synthetic jet fuel. Thus, 118
MJ are needed to generate 43 MJ in jet fuel lower heating value output, which amounts to an
energy efficiency of 36.4%. This efficiency is relatively close to the 42% efficiency of a process
similarly using a methanol pathway, H2 production via low temperature electrolysis, and CO2 from
direct air capture [42]. The difference, however, is their methanol to olefin path targets ethylene
(C2H4), which is a mature process developed by Mobil [128]. The target of the synfuel initiative,
however, is to develop an alternative methanol-to-jet fuel pathway by passing through higher
order olefins as intermediates. At this stage of this initiative, not all reactions are developed
completely nor coupled together, which would in that case promise higher jet fuel yields and
lower energy expenditure. Thus, the efficiency is expected to increase and potentially reach that
of the established processes.

2.4.3. Carbon Intensity of Electricity

The analysis conducted based on Figures 2.17 (a) and Figures 2.18 (a) highlight the high
contribution of the electricity mix on the resulting GHG of the synthetic jet fuel. This contribution
is sensible since these synthetic fuels are synonymous with electricity-based fuels. Nevertheless,
the carbon intensity of electricity is highly location-dependent. The GHG of the 3 processes
are less than that of the petroleum-based jet fuel (Figure 2.17 (a)), but this low GHG should
acknowledge the low carbon intensity of the utilized Swiss grid, at 0.045 kgCO2-eq · kgJF

-1 (low
voltage market production). Consequently, assessing the GHG of synthetic jet fuel should be
examined beyond the production in Switzerland, which has hitherto been evaluated, such that
the processes are properly benchmarked relative to other production pathways. The geographic
assessment is examined in Figure 2.20.

Figure 2.20 portrays the dependence of the climate change potential of synthetic jet fuel,
GHGJF , on the carbon intensity of electricity, GHGel . The carbon intensity of electricity is
synonymous with the greenhouse gas emissions of electricity. This relationship is established
for each of the 3 processes. The vertical dashed lines represent what the carbon intensity of
electricity is in various countries. As a result, the intersection of a specific dashed lines with
the solid process lines represent what the GHG processes would be in that specific country.
The lowest carbon intensity of grid electricity is that of Switzerland, with the intersection of
the dashed line and the solid lines replicating the values shown in Figure 2.17 (a). The only
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Figure 2.20. The evolution of the climate change impact of synthetic jet fuel,GHGJF , as a function of the carbon intensity of electricity,GHGel ,
for the 3 production processes (CO2ER, CO2HY, BIOHY). The value is referenced to the petroleum-based jet fuel, denoted by the horizontal line,
whose GHG is 3.52 kgCO2 -eq · kgJF

-1 . The dashed lines represent low-voltage electricity production of selected countries such as: Switzerland
(CH; without DE imports), France (FR), Germany (DE), Italy (IT), Spain (ES), Denmark (DK), and Iceland (IS).

other electricity mixes that can produce jet fuel whose GHG is less than the (horizontal line)
petroleum-based jet fuel are those of Iceland and France. In particular, a carbon intensity less
than 0.1 kgCO2 · kWh-1 can produce synthetic jet fuel with nearly identical GHG emissions to that
of the petroleum-based one. Such a carbon intensity can then be considered an upper limit to
targets for carbon intensity, which is well below the current European and US averages.

At very low values of carbon intensity of electricity, the CO2ER process is the process
producing the lowest GHG emissions per kg of jet fuel. This result highlights the main benefit
of utilizing the CO2ER process, which is to bypass methanol/water separation by producing
methanol only via syngas. The benefits incurred by the lower heating requirements are captured
at low electricity intensity, where the high electricity demand of CO2ER would have negligible
synthetic jet fuel GHG contributions. The CO2ER forfeit its lowest GHG rank at around 0.025
kgCO2 · kWh-1, after which the CO2HY becomes the process generating lowest synthetic jet fuel
GHG emissions. The GHG emissions of the CO2ER continues to increase and diverges as a result
of high electricity utilization. This indication shows that from a static perspective, the optimal
process depends on the carbon intensity of electricity, which implies that different processes
can be optimal in different countries.

The remaining European countries whose carbon intensity was marked by dashed lines
can generate synthetic jet fuel with a GHG between 8 and 15 kgCO2-eq · kgJF

-1 , which is
significantly higher than that of the petroleum-based. Synthetic jet fuel production in the US is
similarly impractical. However, these values represent the carbon intensity of electricity of today
[143]. Thus, the incorporation of these synthetic fuels should be accompanied by the utilization
of low-emission grid electricity or dedicated private renewable energy systems to achieve
GHG emissions that can reduce the overall carbon footprint relative to the petroleum-based
equivalents.
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3 (

Life Cycle Costing

The life cycle costing (LCC) of the individual synthetic jet fuel processes accounts for all
expenses incurred during the production of jet fuel, within the system boundaries defined in
Chapter 2. These expenses include capital investments in equipment and machinery, in addition
to operating costs, both of which are considered to determine the price per unit kg of jet fuel.

The flows and ratings associated with the units processes from in Chapter 2, such as
mass flows, energy flows, and installed capacities, are transformed into costs.

3.1. Techno-economic Modeling of Unit Processes

Each process model consists of unit processes, which are identical to those evaluated in the
LCA section. The goal of techno-economic modeling is to evaluate the cost of components
as accurately as possible, using the energy and mass balances from Chapter 2. Thus, these
unit processes are sized and priced based on their technical characteristics and performance.
The costs associated with the units could be operating costs for purchased material/energy,
equipment and capital costs (with maintenance), or both operating and initial capital costs.
Unless otherwise stated, yearly maintenance costs are accounted for as 3.5% of CAPEX [144, 145].
Operating costs arising from energy requirements of units are decoupled, and instead accounted
for by costing through the unit processes of the energy sources (electricity, heat, cooling) based
on the total process energy demand. For the units whose cost is determined using the costing
equations of Towler & Sinnott [65], the cost is scaled by a ratio of the Chemical Engineering Plant
Cost Index (CEPCI). This ratio is the CEPCI of year 2021 (CEPCI2021 = 708 [146]) divided by
that of 2010 (CEPCI2010 = 532.9 [65]), which is 1.328.

3.1.1. Electricity Mix

The electricity mix is representative of the Swiss grid electricity, which consists of a mix of
several energy sources that are renewable and non-renewable (Figure 2.2).

The cost of electricity is thus an operating cost that is purchased per kWh. The Swiss
utility rate for households is priced at 0.195 CHF · kWh-1 [147, 148]. This price is assumed not to
change as a function of the increase in demand.

3.1.2. Industrial Furnace

The industrial furnace is modeled to complement the life cycle environmental burdens associated
with the utilization of an industrial natural gas furnace to provide heat to the heating fluid. Thus,
the investment cost (in EUR) associated with the natural gas furnace is expressed as [149]:

Cf ur nace = 250 · ¤QH (3.1)
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In Equation 3.1, Cf ur nace refers to the furnace capital cost as a function of the ¤QH , which is the
associated heat rating required. Furthermore, the variable natural gas cost is expressed as [149]:

C
opex
f ur nace

= 7.2 · QH + cNG · QH + cDPE · mDPE (3.2)

In Equation 3.2,C opex
f ur nace

denotes the operating expenses, which are a function of the heat energy
generated, QH , the cost of natural gas, cNG , which is 36 EUR· MWh-1 [149], and cDPE the cost of
the diphenyl ether (DPE), priced at 84 CHF · kg-1 [150]. DPE is used as the heating fluid due to its
high temperature range as a gas before reaching its critial state [68]. A fixed maintenance cost is
used as 4% of the CAPEX.

3.1.3. Heat Pump

The heat pump is sized and designed for the sole purpose of supporting the DAC unit with the
required heating. The capital cost of the electrical compression heat pump, C capexHT HP , is evaluated
using [88]:

C
capex
HT HP = 660 · ¤QHT HP (3.3)

In Equation 3.3, ¤QHT HP refers to the rated capacity of the HTHP unit. Similarly, the operating cost
of the HTHP, C opexHT HP , is expressed as:

C
opex
HT HP = 2 · ¤QHT HP + 0.00180 · QHT HP (3.4)

In Equation 3.3, QHT HP refers to the heat energy supplied by the HTHP.

According to Fasihi et al. [88], the economic assessment of heat pumps is capital intensive
and would increase the cost associated with DAC units. Nevertheless, heat supplied by a HTHP
generates lower emissions compared to steam or heat via a furnace, which necessitates its
incorporation in process design when waste heat is unavailable (Section 2).

3.1.4. Absorption Chiller

The absorption chiller (AC) is economically evaluated based on its capacity and cooling energy
supplied, in addition to the cost of ammonia as its working fluid. Its capital cost, C capex

AC
, is

evaluated using [151]:
C
capex
AC

= 2500 · ¤QC (3.5)

In Equation 3.5, ¤QC refers to the rated capacity of the AC unit. The operating cost associated
with the absorption chiller is restricted to the cost of ammonia as the working fluid, since the
electricity costs are decoupled and instead accounted for in the electricity mix section. Thus, the
operating cost of the absorption chiller is expressed as:

C
opex
AC

= cNH3 · mNH3 (3.6)

In Equation 3.6,mNH3 refers to the mass of ammonia in the closed loop absorption chiller system,
while cNH3 is the cost of ammonia (0.6 EUR · kg-1 [152]). As stated in Section 2.2.4., the ammonia
is replenished every year, so it is accounted for as a yearly operating cost.

44



3.1.5. Electrolyzer

The electrolyzer is unit is typically rated in terms of its power capacity. The common assessment
of the capital cost associated with electrolyzers in literature studies [82, 93] expresses the cost
is stated as a normalized specific cost (cost of cost per unit power). However, such a cost
expression is in fact misleading if the capacity is not specified, since this a normalized cost refers
to an electrolyzer of a specific size and capacity. This quantity is thus a normalized cost and does
not accurately extrapolate to varying installed capacities. Instead, due to economies of scale, the
electrolyzer cost is a nonlinear function of its capacity [153], which is shown in Figure 3.1.
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ely

IRENA

Fitted Costing Equation

Figure 3.1. The capital investment cost of the electrolyzer unit as a function of its power rating. The data was generated by the International
Renewable Energy Agency [153], and fitted to generate the cosing equation of: Cel y = 1090388 · ¤W 0.8206

el y

Thus, according to the fit from Figure 3.1, the electrolyzer cost, Cel y , as a function of power is
expressed as:

Cel y = 1090388 · ¤W 0.8206
el y (3.7)

In Equation 3.7, ¤Wel y refers to the power rating of the electrolyzer. This rating is typically a
function of the electrolyzer area and its operating conditions, and is determined using:

¤Wel y = Ael y · J ·V (3.8)

In Equation 3.8, Ael y is the electrolyzer area, J is the current density, and V is the nominal
electrolyzer voltage. ased on the electrochemical characteristics of the Ely unit, the current
density and voltage are set to 1.6 A · cm-2 and 2 V respectively [154]. These quantities define
the Ely operating point and help in determining Ael y , which quantifies the amount of catalysts
needed. It is assumed that the costing equation based on the data of IRENA [153] covers all
costs, including catalysts and noble metals, and thus the electrochemical catalysts are not
accounted for separately to avoid double counting. This fitted costing equation has a similar
equation form to that proposed by Dincer et al. [155], whose equation contains both a slightly
higher base (1500000) coefficient and exponent (0.85).

The PEM electrolyzer has a lifetime of 80000 hours [82]. This is accounted for as the
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stacks are purchased and put again, but at a cost of 40% of the total capital cost [82].

3.1.6. Co-Electrolyzer

The CoEly unit cost is conducted in a similar manner to that of the Ely unit but accounts for
the variation in the materials and electrochemical performance. For instance, the same form
of Equation 3.7 is used, but scaled by a multiple of 1.0368. This multiple is determined by
comparing the specific costs and masses of the various components of both Ely and CoEly units.
The ratio of total cost of the CoEly unit to that of the Ely unit is determined to be 1.0368.

Furthermore, the operating point of the CoEly unit is set to 0.1 A · cm-2 and 3.35 V to
achieve a 0.85 Faradaic efficiency [156]. This also impacts the amount and thus cost of catalysts
needed at the anode and cathode.

3.1.7. Direct Air Capture

The direct air capture (DAC) unit captures CO2 directly from air. This method of CO2 capture
is more difficult since the CO2 in the air exists at a low concentration. DAC system costs
should account for capital investment, energy costs, and maintenance expenses [157]. The total
system cost to capture 1 kg of CO2 is estimated to be 0.578 EUR · kg-1

CO2 [24, 157]. This cost
value however incorporates operation costs due to electricity and heat, both of which units are
decoupled in the model herein. Thus, to avoid double counting, the DAC system CAPEX is used
instead, while electricity and heat are included and priced separately.

Very few studies report CAPEX costs associated with the DAC unit in the literature due to
confidentiality purposes. Amongst the few studies that do is that of Fasihi et al. [88], whose work
presented the CAPEX costing for DAC plants as 730 EUR · tCO2

-1 · yr. This costing format allows
for the decoupling of the DAC plant cost from the electricity and heat operating costs, whose
emissions and cost vary as a function of geographical location. However, the resulting levelized
cost per ton of CO2 that Fasihi et al. [88] generated is a very optimistic estimate, hovering around
150 EUR/tCO2 in 2019 [88, 90]. Instead, the utilized costing method is that proposed by Young
et al. [158], which estimates the total cost of for the Climeworks Hinwil plant. Even though this
method is more accurate, its limitation is that it models a very low capacity of CO2 capture,
which could result in inaccuracies scaling. Nevertheless, such inaccuracies would overestimate
the cost of CO2 capture, which remains consistent with the conservative approach utilized
hitherto. Thus, the DAC CAPEX cost, C capex

DAC
, in EUR (using the conversions of Section 3.2.3.) is

determined linearly using:
C
capex
DAC

= 6.0931 · ¤mDAC (3.9)

In Equation 3.9, ¤mDAC denotes the amount of carbon captured using a solid-sorbent DAC unit per
year. This conservative costing equation forgoes the reduction of cost with economies of scale,
which would thus lead to an overall higher cost of synthetic jet fuel. DAC units are expected to
significantly decrease in cost over the years as the production capacity increases [24, 88]. The
replenishment of amine sorbents is not modeled herein, and are assumed to last over the lifetime
of the plant.
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3.1.8. Compressor

The compressor cost is based on its power rating, ¤Wcmp , derived in Section 2.2.8. [65]:

Ccmp = 580000 + 20000 · ¤W 0.6
cmp (3.10)

In Equation 3.10, Ccmp is the capital investment cost of the compressor. The modeling equation
used herein is applicable for a certain range of compressor power ratings. These ranges were
not considered in this study. The equation shows that there is a high capital investment even if
the power rating is zero, which is why the utilization of low production scales have been avoided
in the modeling. This modeling decision enables more representative costing that does not risk
unreasonable specific costs of units.

3.1.9. Heat Exchanger

The heat exchanger is sized according to Kern’s methodology for a shell and tube heat exchanger
[95]. The costing of such a heat exchanger would thus depend on its area, as shown in [65]:

Chx = 28000 + 54 · A1.2hx (3.11)

In Eq. 3.11, Chx refers to the heat exchanger cost while Ahx denotes its exchange surface area,
which is determined in Section 2.2.9..

3.1.10. Reactor

The costing of the reactor is a function of its volume [65], as shown in:

C
capex
r x = 61500 + 32500 · [0.8r x (3.12)

In Equation 3.12, C capexr x refers to the reactor capital investment cost, while [r x is the reactor
volume derived in Section 2.2.10..

The costing of the reactor includes its catalyst constituents, and are costed as the reactor
opex as:

C
opex
r x = ccat ·

¤mr x ,r ec

WHSV
(3.13)

In Equation 3.13, C opexr x refers to the reactor operating cost due to catalyst purchases and ccat
denotes the specific catalyst cost, while ¤mR is the mass flowrate (in kg·h-1) of the reactants and
WHSV is the weight hourly space velocity (in h-1). The fraction of the reactants’ mass flowrate
to the weight hourly space velocity determines the catalyst mass. The catalysts are supposed
to be classified as recurring costs; i.e. these costs are repeated on a non-yearly basis. However,
because the catalysts are replenished every year, then they are included in the operating costs.
The catalysts’ costs that were gathered are tabulated in Table A.16.

3.1.11. Distillation Column & Separator

The distillation column is an intricate unit whose sizing and costing should be executed
meticulously due its large size and intensive energy demand.
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Initially, a more technical model for determining the aforementioned metrics was adopted
(Section VIII). Upon further iteration, the model was simplified and a number of stages was set
as 5 for separators and 20 for distillation columns, which showed negligible differences in both
costing and LCIA metrics.

Following the determination of the column diameter and height in Section 2.2.11., the costing
Equation used is [97, 159]:

C
capex
dc

= 17640 · D 1.066
dc · H 0.802

dc (3.14)

3.1.12. Water Production

Water is purchased at a process water cost of 0.2 USD · m-3, which is around 2 · 10−4 USD · kg-1

[99]. Compared to the other feedstocks, such as CO2 or biogas/biomass, the cost of water is
relatively inexpensive.

3.1.13. Pump

Water is transported from somewhere. We use a pump to transport it within the plant using pipes.
We assumeno pressure drop due to lack of data regarding distances or pipe lengths. The following
equation sizes the water pump [65]:

C
capex
pump = −1100 + 2100 · ¤W 0.6

pump (3.15)

In Equation 3.15,C capexpump is the capital cost of the pump and ¤Wpump is the pump power ratingwhich
is determined in Section 2.2.13.. By nature of the costing equation, C capexpump could be negative if
it is not within its validity range. However, the pump cost is inexpensive relative to the remaining
units, so a deviation due to a negative cost of pump leads to negligible changes in the overall
estimation of the jet fuel cost.

3.1.14. Biogas Production

Biogas is purchased herein, and thus the only costs associated with it are operating costs. The
cost of biogas utilized is 0.06 EUR · kWh-1 [160]. In addition, the biogas produced from sewage
sludge possesses a heating value that ranges between 5.8-6.4 kWh · m-3 [161]. The upper limit
will be considered so as to utilize a higher cost limit. Finally, the biogas density is considered to
be 1.15 kg · m-3 [162]. These values yield a biogas cost of 0.3339 EUR · kg-1.
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3.2. Process Economics

Following the expression of the various costs incurred by a process, these values of capital and
operational expenses are transformed and expressed using the same temporal attribute. In this
case, the economic formulation of the jet fuel production plant is expressed in terms of a net
present value, such that the plant’s levelized cost is estimated.

3.2.1. Capital Investment

Capital investments are paid for in year 0, prior to when the plant begins its operation. These
capital costs, CAPEX , are expressed based on the unit processes as:

CAPEX =
∑
i ∈UP

C
capex
i

(3.16)

In Equation 3.16, C capex
i

represents the yearly material and energy costs of unit i in the set of unit
processes (UP ).

3.2.2. Operating Expenses

The total operational costs,OPEX , are expressed as:.

OPEX =
∑
i ∈UP

[
C
opex
i

+MAINTi − REVi
]

(3.17)

In Equation 3.17, C opex
i

represents the yearly material and energy costs of unit i in the set of unit
processes (UP ), MAINT i is the yearly maintenance costs of unit i , and REVi is any potential
revenue received during the year of unit i . These costs are calculated for one year as a function
of the total jet fuel output per year. Such costs are also approximated to be fixed for each year of
operation during the plant’s lifetime. Unless specified, the maintenance costs are approximated
as 3.5% of the CAPEX cost. It is 4% in the cases of the direct air capture unit [88] and the industrial
furnace [149]. Revenues are considered as negative costs, and are only present in selected units,
which are tabulated in Table 3.1.

Process Unit Process Product Relative Mass Output Market Price

ALL Electrolyzer O2 8 kgO2 · kg-1
H2 0.04 EUR · kg-1

CO2ER Co-electrolyzer O2 0.49084 kgO2 · kg-1
CO 0.04 EUR · kg-1

BIOHY MeOH/CH4 Separator CH4 1.2526 kgCH4 · kg-1
MeOH 0.147 EUR · kg-1

Table 3.1. The unit processes that generate revenue due to selling a byproduct: the electrolyzer, co-electrolyzer, and the methanol-methane
separator of the BIOHY process. The relative mass is expressed as output mass of selling product per functional unit of the respective unit, in
addition to the costs (Section 2.1.5.).

3.2.3. Currency Conversions

The unit costing equations in the literature andmaterial and energy costs are expressed by various
sources in 3 different currencies: USDollars (USD), Euro (EUR), and Swiss Francs (CHF). The EUR is
the selected currency that will be used to express costs in this study. As a result, a conversion rate
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fromUSD and CHF to EUR is based on the averaged 2021 average exchange rate from the European
Central Bank [163]. As a result, 1 CHF is converted to 0.9234 EUR and 1 USD is converted to 0.8433
EUR. Although fluctuations in the conversion rates could change the relative cost of equipment or
material, it is assumed that these conversions will have negligible impact over the overall levelized
cost of jet fuel and unit process cost contributions.

3.2.4. Time-value of Money

The total lifetime cost of the synthetic jet fuel plant is expressed as a net present cost. In other
words, all annual operating costs (OPEX) or revenues will be converted to their equivalent present
values. This conversion is expressed using the uniform series present-worth factor, j , which is
defined by:

j =
(1 + rds )Ny r − 1
rds (1 + rds )Ny r

(3.18)

In Equation 3.18, rds is defined as the annual discount rate (or weighted cost of capital [164]), and
Ny r is the plant’s number of operational years. Thus, j converts the annual OPEX costs to their
present value equivalent. Literature values of the discount rate vary between 8-10% [144, 165]. For
renewable energy projects in Switzerland, an discount rate of 5% is commonly used [166, 167]. As
a result, a value of 5% will be utilized in the Equation 3.18 since this project is part of the synfuel
initiative.

3.2.5. Levelized Cost of Jet Fuel

The cost of an energy product could be estimated by various ways. The levelized cost is a
commonly usedmetric to cost energy. However, thismetric exhibits several limitations associated
with the discounted costs over time, which could render the estimate unrealistic [168]. The cost
of jet fuel referred to herein is defined as the minimum selling price of jet fuel that is required to
generate a net present value of zero [169]. The expression of the levelized cost of jet fuel, cJF , is
thus:

cJF =
CAPEX + j (OPEX )

mJF ,y r · j
(3.19)

In Equation 3.19,mJF ,year l y refers to the yearly jet fuel output generated by the synthetic jet fuel
production plant. The output capacity and the discount rate (expressed through j ) can influence
the eventual cost quite significantly, which necessitates their explicit definition, espeically for
comparison and validation purposes.
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3.3. Results & Discussion

The levelized cost of synthetic jet fuel of the 3 considered processes are compared with the
petroleum-based jet fuel and then further evaluated as a function of cost of electricity.

3.3.1. Cost Analysis

The levelized cost of synthetic jet fuel represents a key factor in the decision making regarding
a transition towards sustainable jet fuels. The cost of the synthetic jet fuel produced of the 3
processes and their breakdown is visualized in Figure 3.2.
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Figure 3.2. The variation in the levelized cost of jet fuel, cJF (a), produced by the synthetic jet fuel production processes (CO2ER, CO2HY, BIOHY).
The impact categories are shown for each process without and with heat integration, highlighting the significant reduction when recovering heat
in these processes. The cost for producing the synthetic jet fuel of each process is compared to that of the conventional petroleum-based jet fuel.
A breakdown of the cost for the CO2ER (b), CO2HY (c), and BIOHY (d) processes highlights the unit processes contributing to the costs of the heat
integrated synthetic processes, highlighted using the pie charts. Feedstock-related units generate are the highest contributors to the cost for the
3 synthetic jet fuel production processes: the DAC unit to capture CO2/biogas production and electricity (most of which to produce H2) whose
cost is set at 0.195 EUR · kWh-1 [147]. The cost values are determined using a 5% discount rate, plant lifetime of 20 years, and production scale of
10 Mton of jet fuel per year.

Figure 3.2 (a) shows the levelized cost of jet fuel, cJF , for the 3 synthetic processes. At first
glance, the effect of heat integration on the cost can be deduced to be relatively minimal.
Nevertheless, this cost reduction is certainly beneficial since the synthetic processes produce
jet fuel at a cost of 9-10 times higher than the petroleum-based jet fuel. Such a factor renders the
synthetic jet fuel via the assessed processes noncompetitive with respect to the current market
price of petroleum-based jet fuel at 1.16 EUR · kg-1

JF.

Figures 3.2 (b), (c), and (d) decompose the synthetic jet fuel cost (for the heat integrated
processes of Figure 3.2 (a)) by showing the cost distribution across the units. The costs of
incurred by the units are either capital investments at year 0 or yearly operating costs, both
of which are transformed to the present time via Equation 3.18. The contribution of the grid
electricity in Figures 3.2 (b), (c), and (d) is clearly the highest, as it contributes to around 63-72%
of the levelized cost of jet fuel. The high levelized costs of the synthetic jet fuels in Figure 3.2
(a) can then be explained by the high contribution of electricity, whose levelized cost is that
of the Swiss households at 0.195 EUR · kWh-1. Such a value for electricity is higher than the
world average, but is also nearly half the cost of electricity charged by some countries [170].
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Naturally, chemical plants producing sustainable fuels would not only be charged the rate sold to
businesses, but these production plants also could benefit from financial incentives to encourage
the production of climate-friendly fuels. Thus, while the presented costs are quite high compared
to the conventional jet fuel, a cheaper electricity price can significantly reduce the overall cost
since the electricity contribution, which is predominantly utilized for H2 production (Figure 2.18).

The second highest cost contributor is that of the DAC unit for the CO2ER (19.5%) and
CO2HY (29.4%) processes, and the biogas cost for the BIOHY (22%) process. The underlying
similarity between these second highest cost contributors is that they correspond to the second
feedstock for all 3 processes. The cost of direct air capture was conservatively sized to avoid
the unrealistically optimistic sizing methods in the literature, which lead to a very low levelized
cost of 150 EUR · t-1CO2 [88]. Such a levelized cost of CO2 is over a third of the more realistic
levelized costs reported by Climeworks at roughly 500 EUR · t-1CO2 [24]. The costing method used
here developed by Young et al. [158] is rather more conservative, since the cost is estimated
to be linearly increasing as a function of capacity. In practice, the effect of economies of
decreases the levelized cost with growing capacity, which is a feature not present in this model
due to lack of data. Particularly, the evaluated plant was that of Climeworks in Hinwil [158],
whose output is rather low and thus overestimates the cost when extrapolating linearly into
higher scales and larger capacities. Thus, the contribution of direct air capture to the cost can
decrease significantly, with continuous production and capacity increases over time promising
cost reductions [24].

The remaining costs in Figures 3.2 (b), (c), and (d) are mainly attributed to the HTHP, cooling,
heating, compressor/pumps, and the electrochemical units. The CoEly unit contributes to 4.5%
of the levelized cost, which is an added cost not incurred in the other processes. Nevertheless,
this unit does on average enable lower required heating and cooling loads, and thus provides
savings elsewhere (Figure 2.19). The remaining energy sources, such as HTHP, absorption chiller,
and fired furnace contribute to a combined 3.4%, 4.53%, and 3.5% in the CO2ER, CO2HY, and
BIOHY processes respectively. Furthermore, the electrolyzer unit accounts for 2.93% of the cost
of synthetic jet fuel produced via the BIOHY process; in contrast, Figures 3.2 (b) and (c) show no
cost contribution by the electrolyzer. The reason behind the electrolyzer’s lack of contribution is
that at such high scales of production (10 Mton of jet fuel), the nonlinearly scaling electrolyzer
cost is outweighed by revenue incurred by selling the oxygen byproduct, even at a relatively low
selling price of 40 USD/ton of O2. This behavior is not present for the BIOHY process, because
the electrolyzers are sized separately for one biogas production plant, and then scales linearly,
Thus, the equipment in the first part (Section ??) of the BIOHY process do not benefit from
economies of scale. For this reason, Figures 3.2 (d) also shows visible cost contributions by the
compressors/pumps, heat exchangers, and reactors, amassing 8% of its levelized cost.

The takeaway from Figure 3.2 is that despite the high costs, promise still exists for decarbonizing
aviation with a relatively cost competitive fuel. The high levelized costs of 9-11 EUR · kgJF

-1

are generated using a very conservative costing approach, hence indicating potential for cost
reductions once more data is available and if electricity costs decrease. These cost values thus
present an upper bound to the synthetic jet fuel costs using the technology available. In addition,
the cost breakdown identifies which facets are in fact contributing to such high costs. The
breakdown would then help in process design decisions in an iterative process design-life cycle
assessment approach to minimizing synthetic jet fuel costs and emissions.
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3.3.2. Cost of Electricity

To establish a better comparison with the literature cost values for synthetic values and
investigate the effect of electricity, a benchmarking of the levelized cost of jet fuel is performed.
Data points corresponding to results from literature studies are plotted at the cost of electricity
used, such that a more valid comparison is established. The benchmarking is thus visualized in
Figure 3.3.
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Figure 3.3. The evolution of the levelized cost of synthetic jet fuel, cJF , as a function of the levelized cost of electricity, cel , for the 3 production
processes (CO2ER, CO2HY, BIOHY). The value is referenced to the petroleum-based jet fuel, denoted by the horizontal line, whose cost is 1.115 EUR
· kgJF

-1 [35]. The dashed lines represent the cost of electricity of selected countries [170] such as: Switzerland (CH; without DE imports), France
(FR), Germany (DE), Italy (IT), Spain (ES), Denmark (DK), and Iceland (IS). The levelized cost is determined at a yearly jet fuel output of 10 Mton,
plant lifetime of 20 years, and 5% discount rate.

Figure 3.3 highlights the dependence of the levelized cost of jet fuel, cJF , on the cost of electricity,
cel , for each of the 3 synthetic processes. The importance of this dependence was indicated in
Figure 3.2, where the electricity cost contribution was shown to be around 65% of the levelized
cost of jet fuel. The dependence of the levelized cost of jet fuel on the cost of electricity is
naturally linear for all the processes, with the CO2ER and CO2HY processes both showing the
lowest cost at 3.05 EUR · kgJF

-1 , followed BIOHY process with 3.25 EUR · kgJF
-1 . Even if electricity

were free, the levelized cost of the 3 processes would be 3 EUR · kgJF
-1, 3 times higher than the

petroleum-based one. These electricity-free costs render synthetic jet fuels using the current
state of these process completely noncompetitive. Moreover, due to the varying quantities of
electricity required by each process, as portrayed in Figure 2.18, the difference in levelized cost
of the processes diverges as the cost of electricity increases. The CO2ER specifically diverges
and could reach as high as 19 EUR · kgJF

-1 if produced in Denmark. Upon considering the selected
countries, the production cost of synthetic jet fuel via CO2HY process, which has the lowest cost,
would range from 7 EUR · kgJF

-1 in Iceland to 15 EUR · kgJF
-1 in Denmark. These costs of electricity

are assumed to be fix, and do not take into account the variation in cost due to the increase in
demand, which could even further increase the cost of jet fuel production in Switzerland beyond
9.12 EUR · kgJF

-1. Nevertheless, the selected countries are in Europe and the US, which typically
are marked by relatively high electricity prices. Electricity prices below 0.1 EUR · kWh-1 exist in
several countries [170], which could lead to synthetic jet fuel costs of below 6 EUR · kgJF

-1. The

53



problem therein lies with the often high-carbon electricity associated with low costs of electricity
in these countries.

In summary, the levelized cost of jet fuel via synthetic processes remains relatively high
relative to the conventional process, even if electricity costs are completely abolished. The
electricity prices will not unrealistically decrease in the future, which necessitates that more
research and development instead be diverted to decrease the amount of electricity needed
per kg of jet fuel (Figure 2.18), which would decrease slope of the lines in Figure 3.3 and make
the cost a weaker function of the price electricity price. Nevertheless, a consequence of the
trend shown in Figure 3.3 is the highlighted notable effect of geography in the production of jet
fuel, which necessitates the consideration of the global supply chain when considering jet fuel
production in light of the high electricity demands that would arise.
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4 �

Global Supply Chain Optimization

Synthetic jet fuel production should not be examined through the limited scope of a single
country. Instead, a global supply chain should be examined to identify the optimal locations for
jet fuel production. Since the environmental footprint and economic metrics associated with jet
fuel are largely location-dependent (refer to Figure 2.20 and 3.3), a more realistic assessment of
the cost and carbon footprint of jet fuel can be achieved by evaluating the production in various
countries. Consequently, such an assessment can incorporate the transportation of jet fuel to
account for and minimize transport costs and GHG emissions.

The current situation regarding electricity production capacity proves that it is very difficult to
produce sufficient amounts of synthetic jet fuel. This difficulty is shown upon combining the
values of the current jet fuel demand globally (330 Mtons [53]) and the required electricity to
convert CO2 and H2O to the synthetic jet fuel (31 kWh · kgJF

-1 ), which would amount to a third of
the global electricity production (27000 TWh in 2021 [171]). For this reason, the production of jet
fuel will be examined using projected electricity production in 2050.

By leveraging datasets covering current and future electricity characteristics, transportation
routes, as well as the global jet fuel demand, country-based metrics for GHG and cost are utilized
in a global supply chain optimization algorithm to determine the optimal hubs for synthetic jet
fuel production. The supply chain considers as many nations as possible, which is limited by the
available dataset entries, in order to determine the optimal hubs for producing and supplying
synthetic jet fuel to meet the global demand. By virtue of its low GHG emissions and low costs
compared to the remaining processes, the CO2HY process is selected as the process by which
synthetic jet fuel is produced.

4.1. Geography-dependent Inputs

The utilized datasets enable the economic and environmental assessment of jet fuel produced
in the considered countries and establish connecting routes between these countries. Moreover,
this data serves as an input into the optimization model, and it reflects the most recent data
available.

Each dataset consists of a unique set of countries, which is not necessarily the same for
other datasets. As a result, the jet fuel supply and demand of a given country is modeled if it
possesses an entry in all the utilized datasets. Otherwise, the country is filtered out and not
modeled. The final set of modeled countries in the global supply chain amounts to 140 countries.

4.1.1. Meteorological Parameters

Each country exhibits distinct meteorological patterns that can distinguish it in terms of
renewable energy production capacity. Such a factor is quantified in the capacity factor, CF ,
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which quantifies the ratio of total energy produced by an energy system to a theoretical maximum
energy produced.

The renewable energy systems whose capacity factors are utilized are wind turbines and
photovoltaic (PV) cells. The capacity factor value for each country was collected by using
the country’s longitude and latitude coordinates in PV [172] and wind [173] potential maps.
While a generalized coordinate pair for each country might not represent the regions with the
highest potentials and could instead represent densely population locations with limited land
for a chemical plant, this input will be utilized to approximate the country’s meteorological
parameters. Furthermore, the solar dataset was limited and did not cover high latitudes, thus
omitting countries such as Iceland and Finland. Because both countries consist of economies
with relatively high jet fuel demand and high potential for jet fuel production [48, 174], their
capacity factor was approximated by using that of Sweden, since both Iceland and Finland are
situated at very similar latitudes as Sweden.

4.1.2. Grid Electricity

The electricity required by the chemical plants is supplied by the local electricity grid of each
country. As previously highlighted, the electricity production capacity in 2022 is not sufficient to
realistically incorporate the production of synthetic jet fuels in volumes that can mark a transition
away from petroleum-based jet fuel. As a result, the modeled grid electricity mixes refer to those
that are projected to be built and integrated in the year 2050. These projections are derived from
the study of Jacobson et al. [175], whose work estimated the distribution of various renewable
energy technologies (solar, onshore/offshorewind, hydro, etc.) that would formentirely renewable
electricity mixes of 145 countries in 2050. This distribution was specific to the countries and
reflected their capability of leveraging their available natural resources to shift their grid electricity
mixes to become independent of fossil fuels. The calculations provided by Jacobson et al. [175]
also quantify the total electrical energy produced by the countries in 2050, while also accounting
for the intermittency of these energy sources. The estimated increase in the generated electrical
energy factors the residential and industrial requirements/needs of the 145 countries considered,
which renders this study suitable to reflect reasonable projections of the electrical production
capacity and the mix constituents. In particular, the data derived from this study [175] can
demonstrate the relative increase in electrical capacity, which can be associated with a country’s
capability of producing synthetic jet fuel by utilizing part of this added capacity. This production
capability is expressed using:

∆Eav ai l ,j = E
2050
j − E 2020j (4.1)

In Equation 4.1, ∆Eav ai l ,j is the increase of annual electrical energy production of a country j ,
while E 2050

j
and E 2020

j
are the electrical energy production in country j in years 2050 and 2020

respectively. E 2050
j

is derived from the study of Jacobson et al. [175], while E 2020
j

is derived
from that of Ritchie & Roser [171]. By limiting the jet fuel production using electrical energy to
the amount of energy quantified by ∆Eav ai l ,j , the synthetic jet fuel production is ensured not
to interfere with the current local population demand for electricity. In fact, Jacobson et al.
[175] accounted for the need for kerosene and other synthetic fuels as part of the renewable
energy expansion. However, this data is not directly accessible. For this reason, a fraction of the
increase in energy ∆Eav ai l ,j is considered herein to represent the maximum available energy for
synthetic jet fuel production.
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Following the establishment of the electrical capacity increase, the environmental and
economic metrics associated with the local grid electricity are derived. These metrics define the
characteristics of the electricity mix utilized to produce synthetic jet fuel. As such, the carbon
intensity of electricity is defined based on the share of renewable energy technologies projected
by Jacobson et al. [175]. Thus, the climate change impact of electricity in 2050, GHG2050

el ,j
, is

defined by:
GHG2050

el ,j =
∑

k ∈RET
fj ,k · GHGr ef ,k · s j ,k (4.2)

In Equation 4.2, fj ,k denotes the fraction of RET k used in country j , GHGr ef ,k refers to the
climate change impact of a RET in set k of a reference country, and s j ,k is a scaling factor for
the GHG of the RET k in country j . The same equation form of Equation 4.2 is utilized to reflect
the life cycle impact metrics denoting the remaining examined emissions (refer to Chapter 2).
Such a formulation determines a weighted average emissions of the various renewable energy
systems implemented. The scaling factor quantifies the added or reduced electricity emissions,
which is correlated with the country’s capacity factor of a given RET. This is particularly important
for solar and wind production. For the remaining RET, the scale is set to 1, which approximates
that the emissions due to energy production via geothermal, hydro power, wave device, and tidal
turbine, do not change as a function of location. Thus, the equation is shown in:

s j ,k =
CFr ef ,k

CFj ,k
(4.3)

In Equation 4.3, CFj ,k and CFr ef ,k are the capacity factors of the renewable energy technology
k in country j and a reference country respectively. The capacity factors are derived using
the methodology highlighted in Section 4.1.1.. Because the utilized life cycle inventory [51,
143] accounts for the country-specific yields and weather patterns in the production of a unit
of energy (1 kWh), it is imperative to adjust the emissions by scaling the emissions using
country-specific intermittency factors, which is quantified by the capacity factor. Particularly, the
solar PV inventories [143] are based on an average annualized value of solar energy production
in kWh·kWp-1, which is a metric that is directly correlated with the solar capacity factor. Thus,
the emissions associated with generating 1 kWh in country j is inversely scaled by the ratio of
its capacity factor for RET k to that of a reference country, whose emissions are accounted
for in GHGr ef ,k . In other words, if a country has a higher potential for harvesting solar power
relative to a reference country, then its solar capacity factor would be higher than that of the
reference country. As a result, producing 1 kWh via solar panels would require less emissions
in that country compared to the reference country due to the reduction in required equipment
or area required because of intermittency. The reference values and countries are tabulated in
Table A.17 in the appendix. Utilizing the carbon intensity of today’s RET could be a limiting factor,
since emissions would decrease as the technologies become more efficient. Utilizing today’s
carbon intensities is nevertheless a good starting point in the prediction of future emissions.

The electricity costs utilized herein are based on the household electricity prices that are
available in the globalpetrolprices database [170]. The entries of this database were compared
and validated with the OECD database for European entries [176]. While these values do not
necessarily represent the prices that will be in effect in 2050, this approximation remains useful
since electricity prices are rather reflected by local supply and demand [177], which is assumed
to remain similar in 2050. Thus, the local population and business demand is assumed to remain
similar between today and 2050 in a given country. As a result, similar supply-demand dynamics
and should lead to maintaining similar electricity prices as those of today.
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To summarize, the electricity mixes of countries in 2050 are derived from the projected
distribution of Jacobson et al. [175]. The increase in capacity for electricity production is used
as a pivotal quantity describing the available electricity for synthetic jet fuel production in 2050.
The carbon intensity of these mixes is estimated by correlating the emissions with the country’s
capacity factors for certain renewable energy technologies (Table A.17), while the 2050 electricity
cost per kWh is retained from the 2021 prices [170].

4.1.3. Shipping Routes

The shipping routes are determined via the CERDI-seadistance database [178], which provides
the shortest and conventionally utilized shipping distances between 227 countries. The database
showcases the shortest sea distance between each pair of countries, and when possible the
shortest distance by land connecting the pair of capitals. In the case of the former, additional
land distance is included that connects each of the countries’ ports to their corresponding
capital. Thus, the country capital cities are connected, which is a reasonable generalization of
jet fuel transport since these cities typically possess the countries’ largest airports, which would
require more jet fuel supply. Similarly, it is assumed that the chemical plants are set up near the
capital cities.

When establishing the shipping distance (in km) to country i from country j , xi ,j , the shortest
distance between land or sea is chosen. However, the chosen value for xi ,j might not necessarily
be the distance generating the lowest GHG emissions. Nevertheless, the GHG emissions between
train and sea are both typically low, so this is considered an adequate approximation.

The selection of supply routes amongst different countries is influenced by incorporating
transport GHG emissions, GHGt pt , and costs, ct pt . If the shortest shipping route is by land,
then GHGt pt and ct pt strictly refer to those of land transportation. In contrast, both land and
sea transport are accounted for if the sea transportation is the shortest distance, accounting
for the transport from port j to port i and the land distance from capital city j to port j and
that from port i to capital city i . Moreover, transportation by sea is modeled as using a tanker
ship, while land transportation is assumed to utilize rail transport. However, the land distance
in the CERDI-seadistance database represents the shortest distance between the capitals [178],
which is not necessarily the paths typically followed by rail transport. In addition, some countries
are completely devoid of railway networks. Nevertheless, it is assumed that the shortest direct
distance applies for railways in all countries since GHG emissions due to railway transport are
amongst the lowest in terms of transportation modes [179]. Another key assumption is using a
general value of GHG emissions for transporting the jet fuel via railway, which helps in simplifying
the model. The emission and cost metrics for sea and land transport are thus shown in Table
4.1.

Transport Mode ctpt [EUR · km-1 · ton-1] GHGtpt [kgCO2 · km-1 · ton-1]

Sea Tanker 0.0049 0.0075
Land Rail 0.04 0.036

Table 4.1. The emission and cost metrics utilized for sea and land transport. The emission values consist of ecoinvent data (sea: "transport,
freight, sea, tanker for liquid goods other than petroleum and liquefied natural gas", land: "transport, freight train, electricity") [51], in addition to
transport cost values [180]. These values are utilized to optimize jet fuel transport and production. Note that the EUR values are in 2018 EUR.
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4.1.4. Jet Fuel Demand

Determining the optimal synthetic jet fuel production locations globally necessitates accounting
for the jet fuel demand and consumption of as many countries as possible. The amount of
jet fuel required by each country affects the flow of synthetic jet fuel between countries, and
the variation of this demand could result in relocating the jet fuel production locations. Such
changes would be owed to the cost and GHG emissions generated by transport, as explained in
Section 4.1.3.. For this reason, the domestic jet fuel demand can significantly impact the global
supply chain, and it is determined by the US Energy Information Adminstration (EIA) database
[53]. The total jet fuel demand in 2019 was roughly 330 Mtons.

Following the filtration of countries that do not have sufficient data entries to be modeled,
the demand of the selected countries represents 99.1% of the global demand, which would in
turn validate the results as being representative of the global situation. As a result, 140 countries
consume 99.1% of the global jet fuel demand.

4.1.5. Life Cycle Metrics

The life cycle metrics are imported directly from the results from Sections 2.4. and 3.3.. The
synthetic jet fuel production GHG emissions are defined by GHGJF ,j , which refers to the
amount of CO2 emitted when producing 1 kg of jet fuel in country j . The total production GHG
emissions scale linearly as a function ofGHGJF ,j due to the nature of the life cycle assessment
methodology [181]. Compared to the LCA of synthetic jet fuel production in Switzerland (Section
2.4.1.), the main geography-dependent activity is only that of electricity. The reason behind this
is that electricity GHG emissions are the main contributors to GHG emissions (Figures 2.18
and 2.20), which implies that the other units do not have notable contributions and thus not
changing them to regional activities maintains the model’s simplicity through this reasonable
approximation. Similarly, the electricity utilized in the background for manufacturing equipment
is kept the same (high voltage, electricity production in Switzerland), which is a reasonable
approximation due to low contribution of manufacturing of equipment. Other activities, such
as the production of metals are often specific to certain locations, as is the case for platinum
production in South Africa or Russia [81].

The cost function established in Section 3.3. is highly nonlinear and accounts for the
economies of scale exhibited by chemical plants. Thus, the production cost can be expressed
as a nonlinear function of produced synthetic jet fuel; however, to simplify the model, a linear
approximation is utilized. The LCOJF (Equation 3.19) is used directly at a production capacity
instead of using a nonlinear cost as a function of jet fuel output (Figure 5.1). The cost of
producing jet fuel in country j , denoted by cJF ,j , is the levelized cost of jet fuel. This quantity
is assumed to scale linearly. If more countries are producing synthetic jet fuel, then the total
incurred cost would be higher in more countries since more plants are built and operated. This
implies that the estimated cost of jet fuel via this linearization potentially underestimates its
actual cost. Nevertheless, this simplification allows the optimization model to remain linear in
nature. In addition, if various processes are considered in the optimization, then a nonlinear cost
expression could change the relative assessment of the processes at different scales, since the
processes have different units that scale differently with size. For example, process A could
produce cheaper jet fuel than process B at low production scales, but produce more expensive
jet fuel at higher scales if A scales linearly and B scales logarithmically. Such an error presented
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by non-linear effects has no influence herein since only one process is considered as a pathway
to produce synthetic jet fuel.

4.2. Problem Formulation

The purpose of this optimization problem is to minimize the emissions and costs associated
with the life cycle of synthetic jet fuel. The life cycle is extended to include transportation of
jet fuel, which elevates production locations of synthetic jet fuel to an important parameter. As
shown in Figures 2.20 and 3.3, the effect of production location can be substantial in making
synthetic jet fuel a feasible petroleum substitute. Thus, the goal of this section is to introduce
and discuss the parameters and their relationships, in order to answer the following question:
where should synthetic jet fuel be produced if the target is cost or GHG emission minimization?

Accounting for realistic transport and jet fuel supply necessitates the inclusion of transportation
costs and GHG emissions. Thus, the general optimization framework is detailed herein, which
will feed into the 3 optimization schemes (Sections 4.2.1., 4.2.2., and 4.2.3.) as constraints and
objective functions. The optimization problems are solved using MATLAB’s “linprog” function,
which is a linear programming function. The solver was set to utilize the interior point method to
determine the global optimum [182].

The primary optimization variable, n i ,j , is defined as the amount of jet fuel (in kg) that
would be supplied to country i from country j . When non-zero, n i ,j denotes that a shipping route
between country i and country j is favored. This continuous variable is thus constrained by:

n i ,j ≥ nUB (4.4)

In Equation 4.4, nUB is an upper bound that is set to the total global demand as a practical upper
limit. A lower bound is also defined by:

nLB ≤ n i ,j (4.5)

In Equation 4.5, nLB is a value for the lower bound, which in this case is set to zero, such that
negative or reverse supplies are avoided. No constraints are enforced on a country supplying jet
fuel to itself, which implies that n j ,j ≥ 0.

Moreover, the supply of country i is satisfied by reaching a supply that is equal to its demand, ∂i .
This constraint is expressed in Equation 4.6:∑

[ j ∈C
n i ,j = ∂i (4.6)

From a production perspective, the total amount of jet fuel produced from a supplying country j
is expressed as: ∑

[ i ∈C
n i ,j = Sj (4.7)

In Equation 4.7, Sj refers to the amount of jet fuel produced in a country j . This variable
contributes directly to the total GHG emissions or cost.
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To establish a realistic production capacity that reflects each country’s available electricity,
current and projected electricity production capacities are utilized. The increase in the electricity
production of each country between 2020 and 2050 reflects in part the energy production that
is increased to support the transition from fossil fuel-based systems to sustainable energy
systems. Thus, this available electricity is expressed as:

EJF ,j = α · ∆Eav ai l ,j (4.8)

In Equation 4.8, EJF ,j is defined as the electricity that is considered available in country j to
be dedicated to synthetic jet fuel production, while α is the fraction of the available electricity
dedicated to jet fuel production. α is difficult to estimate with high certainty since the available
electricity in each country that can be attributed to jet fuel production depends on countless
factors that include the countries’ economic and population growth and requirements. This fact
renders α as country-specific; in this formulation, it is assumed to be the same in all countries due
to insufficient data for its quantification. For this reason, the α is parametrized to cover a range
of potential values. Naturally, these values would range between 0 and 1, but it is parametrized
to consist of values beyond 1 to account for potential scenarios that surpass the electricity
increase quantified by ∆E , such as for a projection beyond 2050. The significance of EJF ,j is
thus highlighted through the relative production capacity of the countries, which would limit the
produced jet fuel in a given country based on its available capacity. This is highlighted in the
following equation:

Sj ·WCO2HY ≤ EJF ,j (4.9)

In Equation 4.9,WCO2HY refers to the electric energy required to produce 1 kg of synthetic jet fuel
via the CO2HY process, whose electricity input is the lowest amongst the 3 evaluated processes
(31 kWh; Figure 2.18). This inequality limits Sj by establishes an upper limit as a function of
available electricity, EJF ,j , which demonstrates a more realistic production capacity limitation.

Finally, the cost and GHG emissions per kg of jet fuel (including production and transportation)
are expressed respectively in Equations 4.10 and 4.11:

C sc =
∑
j

[
cJF ,j · Sj

]
︸            ︷︷            ︸

production

+
∑
j

∑
i

[
ct pt · xi ,j · n i ,j

]
︸                         ︷︷                         ︸

transportation

(4.10)

GHG sc =
∑
j

[
GHGJF ,j · Sj

]
︸                   ︷︷                   ︸

production

+
∑
j

∑
i

[
GHGt pt · xi ,j · n i ,j

]
︸                               ︷︷                               ︸

transportation

(4.11)

In Equation 4.10, C sc represents the total cost of synthetic jet fuel production and transportation,
while GHG sc refers to the total GHG emissions generated due to synthetic jet fuel production
and transportation in Equation 4.11. C sc and GHG sc are divided by the fixed value of the total
jet fuel demand, represented by

∑
j Sj , to determine the resulting cost and emission values per

unit of synthetic jet fuel.

Table 4.2 summarizes the key parameters and variables utilized that are utilized in the
optimization problems.

Given that all variables highlighted in Table 4.2 are expressed in a linear formulation (as
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Symbol Unit Brief Description

ni ,j kgJF · yr-1 Amount of synthetic jet fuel produced in country j and delivered to country i
∂i kgJF · yr-1 Yearly jet fuel demand of country i (based on 2019 data) [53]
Sj kgJF · yr-1 Total production of synthetic jet fuel in country j
WCO2HY kWh · kgJF

-1 Amount of electricity needed to produce 1 kg of synthetic jet fuel via CO2HY
∆Eav ai l ,j TWh Maximum available electricity, defined by the increase in annual electricity production (2020 to 2050)
α - Fraction of electricity that can be dedicated to synthetic jet fuel production
GHGJF ,j kgCO2 · kgJF

-1 GHG emissions associated with producing 1 kg of synthetic jet fuel in country (via CO2HY process) j
cJF ,j EUR · kgJF

-1 Levelized cost of synthetic jet fuel if produced in country j (via CO2HY process)

Table 4.2. The variables and parameters that define the supply chain optimization algorithm as constraints and objective functions. These main
optimization variable is ni ,j , with most of remaining quantities serving as input parameters from the datasets or derived from Chapter 2 and 3.
WCO2HY and α have a direct effect on the quantity of synthetic jet fuel that can be produced: if α increases, then there is more available electricity
that can be used for synthetic jet fuel; ifWCO2HY decreases, thenmore electricity is available since the process would be less electricity-intensive.

highlighted in Section 4.1.5.), the optimization problem is a linear program, regardless of whether
cost or GHG emissions are minimized. A linear program is particularly useful to ensure global
optimality of the generated results [100]. 3 optimization schemes are thus assessed in each
of sections 4.2.1., 4.2.2., and 4.2.3., with varying constraints and objective functions. The
developed schemes are simple and consist of only a few constraints but consist of abundant
geographical data inputs (Section 4.1.).

4.2.1. Cost Minimization

The optimization problem herein strictly targets the minimization of the cost of synthetic jet
fuel that will satisfy the global demand and determine the optimal supply chain. No emission
constraints are included since the objective of this problem is to assess the range of synthetic
jet fuel cost. The scheme for the aforementioned problem is defined in Scheme S1.

minimize
∑
j

[
cJF ,j · Sj

]
+

∑
j

∑
i

[
ct pt · xi ,j · n i ,j

]
(S1.1)

subject to Sj −
∑
i n i ,j = 0 [j ∈ C (S1.2)

∂i −
∑
j n i ,j = 0 [i ∈ C (S1.3)

nLB − n i ,j ≤ 0 [i , j ∈ C (S1.4)

n i ,j − nUB ≤ 0 [i , j ∈ C (S1.5)

Sj ·WCO2HY − EJF ,j ≤ 0 [j ∈ C (S1.6)

Scheme S1. The scheme describing the optimization problem formulation that minimizes synthetic jet fuel cost (Equation S1.1).

The life cycle cost of synthetic jet fuel that will be documented reflects the production
and transportation costs. In addition, the optimal solution ensures that the local jet fuel demand
of countries is satisfied (Equation S1.4) while the production and supply of jet fuel from each
country j to country i is determined based on the total cost (Equation S1.1 and S1.3) and the
available electricity (Equation S1.6). The fraction of electricity dedicated to jet fuel, α , is altered
so that EJF ,j varies (Equation S1.6) to show the minimal synthetic jet fuel cost in various possible
supply chain scenarios.
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4.2.2. Emission Minimization

The considered optimization problem aims to minimize the total GHG emissions of synthetic jet
fuel, in order to determine the resulting GHG emissions irrespective of the cost per unit of jet fuel.
This problem is shown in Scheme S2.

minimize
∑
j

[
GHGJF ,j · Sj

]
+

∑
j

∑
i

[
GHGt pt · xi ,j · n i ,j

]
(S2.1)

subject to Sj −
∑
i n i ,j = 0 [j ∈ C (S2.2)

∂i −
∑
j n i ,j = 0 [i ∈ C (S2.3)

nLB − n i ,j ≤ 0 [i , j ∈ C (S2.4)

n i ,j − nUB ≤ 0 [i , j ∈ C (S2.5)

Sj ·WCO2HY − EJF ,j ≤ 0 [j ∈ C (S2.6)

Scheme S2. The scheme describing the optimization problem formulation that minimizes synthetic jet fuel GHG emissions (Equation S2.1).

The life cycle GHG emissions of synthetic jet fuel are divided into production and transportation
emissions. Similarly, the solutions account for countries’ demand requirements (Equation S2.3)
by respecting supply limitations invoked by the available electricity (S1.6). The supply routes
and production locations are determined with the objective of minimizing the total emissions
(Equation S2.1 and S1.3). The parameter α , and thus EJF ,j , are varied to study the optimal supply
chain as a function of the available electricity, as in Section 4.2.1..

4.2.3. Cost-Emission Tradeoff

The problem attempts to demonstrate the tradeoff between to minimization of synthetic jet fuel
cost and GHG emissions to present. This multi-objective optimization is shown in Scheme S3.

minimize
∑
j

[
cJF ,j · Sj

]
+

∑
j

∑
i

[
ct pt · xi ,j · n i ,j

]
(S3.1)

subject to
∑
j

[
GHGJF ,j · Sj

]
+

∑
j

∑
i

[
GHGt pt · xi ,j · n i ,j

]
≤ GHGt ar get ·

∑
j Sj (S3.2)

Sj −
∑
i n i ,j = 0 [j ∈ C (S3.3)

∂i −
∑
j n i ,j = 0 [i ∈ C (S3.4)

nLB − n i ,j ≤ 0 [i , j ∈ C (S3.5)

n i ,j − nUB ≤ 0 [i , j ∈ C (S3.6)

Sj ·WCO2HY − EJF ,j ≤ 0 [j ∈ C (S3.7)

Scheme S3. The scheme describing the multi-objective optimization problem formulation, targeting cost minimization as its objective function
(Equation S3.1).

The problem shown in Scheme S3 targets the development of a pareto optimal front that
explores the variation in the optimal cost as a function of varying life cycle jet fuel emission
targets. This pareto front is derived by the introduction of an emission constraint (Equation
S3.2), by varying the value of the climate change impact, GHGt ar get . Thus, trade-offs between
cost and GHG emissions are demonstrated for a number of values of α , which can be associated
with the available electricity as a function of time.
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4.3. Results & Discussion

The aim of a global supply chain optimization is to determine the optimal production locations
and supply routes that minimize climate change impact of synthetic jet fuel (Scheme S2) and
minimize global cost of synthetic fuel (Scheme S1). Since the minimization of one does not lead
to that of the other, the the trade-off between the cost and emissions is similary investigated
(Scheme S3). The results of such optimization problems depend on the established constraints,
particularly parameters such as α . A value of α = 1 corresponds to the realistic capacities than
can be applied for different technologies based on the countries’ capacities [175]. Nevertheless,
values of α = 1 denote hypothetical possibilities in years beyond the year of 2050, should
capacities require further expansion. The minimized emissions and jet fuel costs, based on
Schemes S1 and S2 respectively, are shown in Figure 4.1.
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Figure 4.1. The evolution of the optimal (minimal) synthetic jet fuel climate change impact (a), GHGJF , and the synthetic jet fuel cost (b), cJF ,
for different values of the fraction of electricity dedicated to jet fuel, α . The presented curve represents a pareto optimal front for optimal climate
change impact (a) and cost (b), for which lower values are infeasible at the same value of α . The boxes in each plot show 5 countries with the
highest synthetic jet fuel production share for (from left to right) the values of α =0.1336, 1, and 5. The complete set of country names and codes
can be found in Table A.18.

Figures 4.1 (a) and (b) respectively depict the variation of the minimized synthetic jet fuel climate
change impact, GHGJF , and the cost of synthetic jet fuel, cJF , as a function of the fraction
of electricity dedicated to jet fuel, α . The potential range of optimal GHG values in Figure 4.1
(a) ranges from around 2.74 to 1.73 kgCO2 · kgJF

-1 . The conditions of these minimized metrics
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pertain to the projected electricity mixes in 2050, as highlighted in Section 4.1.. The available
electricity that is dedicated to synthetic jet fuel production is quantified by α . Similarly, the
range of minimized cost presented in Figure 4.1 (b) ranges between 6.59 and 3.61 EUR · kgJF

-1

. These values are minimized values attained at specific values of α ; in other words, a value of
GHG or cost below the pareto optimal front is infeasible without varying the fraction of electricity
dedicated to electricity. The preliminary implications of Figure 4.1 show that when considering
the global supply chain, the emissions of jet fuel and including transport burdens could generate
synthetic jet fuel with GHG emissions of 1.73 kgCO2 · kgJF

-1 on one hand. This GHG emission
value corresponds to a 50.8% reduction compared to that of petroleum-based jet fuel. On the
other hand, the cost could be around 3.16 EUR · kgJF

-1 , which is very close to the current cost
of petroleum-based jet fuel at 1.115 EUR · kgJF

-1 . Such a cost is particularly interesting, since
this minimized cost includes transportation and production of jet fuel. However, both minimized
GHG and cost of jet fuel are not achieved simultaneously since the results of Figures 4.1 (a) and
(b) correspond to distinct optimization problems, with each strictly focusing on GHG and cost
respectively. Additionally, these competitive metrics are only achieved if the electricity dedicated
to jet fuel is 5 to 20 times greater than the capacity increase projected to the year 2050. Thus,
such values are considered rather impractical, even in 2050, and instead serve as a lower limit
projection using excess electricity. A key takeaway from Figure 4.1, however, is the quantification
via α of how much additional electricity would be required to attain desired values of climate
change impact and costs. This quantity naturally is restricted to the selected CO2HY process and
is based on the projected electricity mixes proposed by Jacobson et al. [175], whose distribution
significantly impacts the carbon intensity of electricity and thus the jet fuel GHG.

Moreover, the minimized metrics shown in Figures 4.1 (a) and (b) correspond to an optimal
geographical distribution of hubs for synthetic jet fuel production. For the value of α = 0.1336,
which is the minimum value sufficient to satisfy the global jet fuel demand, the distribution of
synthetic jet fuel producing countries is divided amongst China (23.3 %), India (10.8%), USA
(10.4%), Brazil (2.8%), and Iran (2.8%). This distribution is true for both minimized GHG and
cost at α = 0.1336 because at such a low value of dedicated electricity, the optimization
solver’s solution is greatly limited by the constraints. As a result, the top 5 chosen countries at
α = 0.1336 are in fact the countries with the highest expansion rate between 2020 and 2050
(i.e. greatest ∆Eav ai l ,j ).

Thus, for low values of available electricity (low α ), the burden of producing jet fuel is
shared amongst many countries (123 countries), which leads to high emissions and costs per
unit of jet fuel due to the solver’s constraint on the available electricity. As more electricity
becomes available to use for synthetic jet fuel production, the solver is capable of diverting more
synthetic jet fuel production (at α = 1) to countries with lower carbon intensity of electricity,
such as South Korea (15.8%) whose electricity is mostly made up of offshore wind according to
the Jacobson et al. [175] projections. This production distribution leads to a GHG of synthetic jet
fuel of 1.9 kgCO2 · kgJF

-1 , assuming the entire electricity production expansion can be dedicated
to synthetic jet fuel in 2050 (α = 1). Similarly in Figure 4.1, the production distribution shifts to
countries with cheaper electricity as more electricity is dedicated to jet fuel, with the production
shifting mostly to Iran (20.8%, cel = 0.05 EUR· kWh-1), Saudi Arabia (19.2%, cel = 0.048 EUR·
kWh-1), Malaysia (11.8%, cel = 0.05 EUR· kWh-1), Egypt (6.1%, cel = 0.044 EUR· kWh-1), and
Turkey (5.7%, cel = 0.055 EUR· kWh-1). In this scenario, the cost is minimized at 4.47 EUR/kgJF
for α = 1, wherein the countries are geographically distributed across Africa, the Middle East,
and South Eastern Asia, which is a first indication of the effect of accounting for transportation
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of synthetic jet fuel. In fact, Egypt is the country with lowest cost of electricity cost among the
top 5 ranking countries, but its rank is only 4th highest synthetic jet fuel contributor.

As aforementioned, values of α greater correspond to a hypothetical scenario in which
more electricity than is projected for 2050 is available. This scenario could correspond to
scenarios of years beyond 2050, assuming renewable energy systems continue to expand at
such high rates. Thus, the scenario of α = 5 shown in Figures 4.1 either demonstrates an overly
optimistic scenario for the year 2050, or a scenario well beyond the year 2050. The minimum
GHG for this scenario reaches an overall minimum of 1.8 kgCO2 · kgJF

-1 , which includes global
transportation and is almost a 50% reduction compared to GHG of petroleum-based jet fuel. This
shows that with greater access to cleaner electricity, such as that in Sweden and Hong Kong,
the life cycle carbon footprint of synthetic jet fuel can decrease further. The clean electricity
of the aforementioned countries is mostly based on offshore wind technologies in their grid
mixes, which highlights the importance of these technologies in the energy transition and in
a sustainable future. In a similar manner, the minimized cost when α = 5 is nearly globally
optimum at cJF = 3.75 EUR · kgJF

-1 . This cost of jet fuel is still not competitive. In that case, the
optimizer selects Iran, Ethopia, Libya, Cuba, and Sudan as the locations for the production of the
cheapest synthetic jet fuel. However, these electricity costs are not expected to remain very low
as they are today, even if the cost is predominantly are determined by supply and demand. Such
massive increases in capacity for electricity production would have to be accompanied by an
increase in costs. Thus, these lower bounds for cost of jet fuel should be examined with caution,
since they are optimistic lower bounds of the potential synthetic jet fuel costs in 2050.

While the cost and GHG metrics can become very attractive relative to the conventional jet
fuel, such scenarios still corresponds to one in which the generated electricity exceeds Jacobson
et al.’s projections (α > 1). Nevertheless, the GHG emission of producing jet fuel using the
2050 grid mixes for values of α < 1 still proves to be much more environmentally friendly
than today’s petroleum-based method, which emits 3.52 kgCO2 · kgJF

-1 between combustion and
production. The GHG range shown in Figure 4.1 shows GHG values of less than 2.74 kgCO2 · kgJF

-1

, even at a low fraction of electricity dedicated to jet fuel equal to 0.1336. These GHG values
cover production, transportation, and combustion. To further understand these optimal values, a
breakdown of the contribution of the combustion and production and transportation in the GHG
and cost metrics is highlighted in Figure 4.2 for a selected range of α .

Figures 4.2 (a) and (b) show the contribution of production and transport in the minimized
synthetic jet fuel climate change impact, GHGJF , and the cost of synthetic jet fuel, cJF , as a
function of the fraction of electricity dedicated to jet fuel, α . Similar to Figures 4.1 (a) and (b), the
total value of GHG and cost in Figures 4.2 (a) and (b) decrease with higher available electricity.
The contributions of transportation for both GHG and cost is non-monotonic as a function of
α . At low values of α , the production is initially scattered around the world so that the jet fuel
demand is satisfied in light of the limited availability of electricity. Thus, the 123 countries
producing synthetic jet fuel renders the geographical supply more accessible, so transportation
is facilitated and comprises. As more electricity is dedicated to jet fuel, the total GHG and cost
continue to decrease, with generally decreasing production emissions and costs. At α = 4,
the contribution of cost of transport in Figure 4.2 (b) becomes more prominent compared to
that of the production, as the transportation cost reaches 16% of the production cost. This
transportation contribution emphasizes how significant the transportation is in the determination
of the optimal production location, which is shown by the increase of the GHG of production from
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Figure 4.2. The contribution of production/combustion and transportation in the optimized synthetic jet fuel climate change impact (a),GHGJF ,
and the cost of synthetic jet fuel (b), cJF . The GHG and cost metrics are assessed at selected fractions of electricity dedicated to jet fuel, α .
The progression of the split of GHG and cost between production/combustion and transportation as a function α shows that the transportation
emissions and cost grow to be significant and non-negligible.

3.25 to 3.27 as α increases from 4 to 6. The reason for this increase lies in the solver’s attempt
to minimize the total GHG, and in doing so sacrifices the GHG of production slightly to achieve
a greater reduction in transport GHG. Such a pattern also appears for subsequent α values, but
does not appear in the case of GHG emissions in Figure 4.2 (a). This pattern is exhibited when
α increases and thus more electricity is made available in all countries, which implies that the
solver diverts the production to locations that are more geographically optimal.

Finally, a direct evaluation of the trade-off between cost and emissions is established.
The pareto optimal front showcased in Figure 4.3 highlights the trade-off between synthetic jet
fuel cost and emissions.

In Figure 4.3, the synthetic jet fuel greenhouse gas emissions, GHGJF , is portrayed as a
function of the minimized synthetic jet fuel cost, cJF . The results of this multi-objective
optimization highlight a curve of potential operating points at a specific α . As more electricity
is made available, highlighted by the gradual shift in color from red to yellow, the pareto optimal
curve shifts inwards towards the origin. This shift signifies the existence of lower GHG and cost
values. In particular, the tradeoff shows that in the best case scenario, the extremities at α = 5
shows synthetic jet fuel production with potential sustainability metrics of 1.8 kgCO2 · kgJF

-1 and
7.35 EUR · kgJF

-1 on one end of the curve, while these metrics show 2.63 kgCO2 · kgJF
-1 and 3.75
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Figure 4.3. The pareto optimal front showing the variation of the synthetic jet fuel greenhouse gas emissions, GHGJF , as a function of the
synthetic jet fuel cost, cJF . This multi-objective optimization demonstrates the varying cost-emission relations at fixed fractions of electricity
dedicated to jet fuel (α =0.4, 0.6, 0.8, 1, 2, 5). Higher α factors shift the curves closer to the origin, and lead to lower emissions and costs.

EUR · kgJF
-1 on the other end of the curve. The optimal operating point thus lies on the curve

in between, and choosing this operating point depends on the global situation with regards to
climate change. For instance, if the energy transition is not on schedule and climate disasters
are projected to occur, then greater carbon reductions must take place, and the operator would
choose an operating point with much lower GHG at the expense of higher jet fuel costs. However,
the value of α = 5 implies a significantly higher amount of available electricity than the one
projected for the year 2050. Thus, a more realistic fraction of available electricity for jet fuel
production is 0.4, whose pareto optimal curve is bounded by sustainability metrics of 2 kgCO2 ·
kgJF

-1 and 7.54 EUR · kgJF
-1 on one end, and 2.9 kgCO2 · kgJF

-1 and 5.17 EUR · kgJF
-1 on the other

end. Similarly, the optimal point would lie along the curve and between these extremities, such as
the point at 2.3 kgCO2 · kgJF

-1 and 5.57 EUR · kgJF
-1 . These more practical values are nevertheless

high, which could hinder the shift to sustainable aviation. Consequently, it is imperative to revise
electricity capacity expansion targets to make the expansion more in-line with the sustainability
targets of 2050. Targeting different decarbonization approaches is also fundamental, such as
working on further lowering the carbon intensity of renewable energy technologies in 2050 and
lowering transportation emissions. For instance, this could be accomplished by targeting higher
energy efficiencies. With higher energy efficiencies, the cost of the synthetic jet fuel production
can also decrease significantly, especially following decades of mass production of units such
as the DAC units, electrolyzers, and renewable energy systems. The values presented herein are
thus lower than the current status quo in emissions and relatively competitive in terms of price,
but further enhancements and reductions can be conducted using emissions and costs in the
year 2050 following years of mass production and research and development.
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The results highlighted by Figures 4.1 and 4.3 show potential in global decarbonization of
the aviation industry and its supply chain in the year of and after 2050. The global supply
chain optimization algorithm attempts to present practical results by including as many realistic
constraints as possible. However, this model still exhibits some limitations. For instance, certain
political limitations exist due to international relations, which can be added to the model as
constraints. Such constraints, however, are beyond the scope of this economic and environmental
supply chain assessment. Moreover, the topic of supply security is particularly important in a
supply chain optimization. Thus, regionalizing the production and ensuring that each continent
possesses at least one synthetic jet fuel supplier could provide a more accurate distribution of
the synthetic jet fuel production hubs. By introducing such a constraint, the supply security is
ensured by preventing countries from monopolizing the supply of jet fuel and endangering the
supply security.
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5 �

Conclusions & Outlook

In this thesis, a thorough life cycle analysis of 3 synthetic jet fuel production processes was
conducted. The processes convert biogenic CO2 feedstocks and water to jet fuel via methanol
as an intermediate. Two of these processes use pure CO2 from direct air capture units and reach
methanol either through direct hydrogenation or electrochemical reduction to CO/syngas. The
final process converts biogas, generated from biomass waste, to methanol via hydrogenation.
The analysis centered on the sustainability of these processes in terms of economic and
environmental sustainability. A pragmatic view of the global aviation situation was assessed,
wherein a supply chain optimization determined the optimal production locations of synthetic
jet fuel (amongst 140 countries). The supply chain accounted for: (1) the burdens associated
with transporting synthetic jet fuel from producing countries to demanding countries, (2) the
country-based grid electricity mixes, prices, and greenhouse gas emissions to determine the
synthetic jet fuel cost and greenhouse gas emissions, (3) the shortest shipping routes connecting
countries, and (4) capacity for expansion of the electricity production to quantify the available
electricity in each country by 2050. By combining such country-based data, the global supply
chain was optimized based on different scenarios of available electricity, wherein the trade-offs
between the environmental and economic sustainability metrics were highlighted and discussed
to determine the optimal hubs for the production of synthetic jet fuel.

The results show that amongst the 3 processes discussed, the process converting CO2 to
jet fuel via direct hydrogenation (CO2HY) demonstrated synthetic jet fuel with the lowest
greenhouse gas emissions (2.05 kgCO2 · kgJF

-1 using carbon intensity of electricity of 0.045
kgCO2 · kWh-1) and lowest levelized cost (9.12 EUR · kgJF

-1 using a cost of electricity of 0.195
EUR· kWh-1). The levelized cost of the other evaluated processes was similar (maximum of
11 EUR · kgJF

-1 ), while the other impact categories (water depletion, land usage, cumulative
energy demand) were very similar across the processes. With the exception of greenhouse
gas emissions, the aforementioned impact categories and the resulting cost of synthetic jet
fuel of the 3 processes are significantly higher than that of the petroleum-based jet fuel (1.115
EUR · kgJF

-1 [35]). Finally, the main contributors to all environmental and economic metrics are
clearly the direct air capture and grid electricity units. The supply chain optimization showed
that satisfying the jet fuel demand can be met using synthetic jet fuel that reduces greenhouse
gas emissions relative to the petroleum-based equivalent, even if transportation burdens are
included. The reduction of both cost and greenhouse gas emissions depends significantly on
the available electricity that can be dedicated to jet fuel. Patterns of sacrificing minimum cost or
emissions of synthetic jet fuel production in favor of a greater reduction in synthetic jet fuel cost
or emissions were shown.

5.1. Takeaways

Many implications can be highlighted based on on the results of the life cycle analysis and the
global supply chain optimization. The key takeaways from this work are highlighted as follows:
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• The co-electrolysis unit renders the process in which CO2 is electrochemically reduced to
CO much more electricity-intensive, which questions the feasibility of its implementation in
sustainable fuel production processes. This process generated the highest costs (11 EUR ·
kgJF

-1 ), while its emissions were 2nd best (2.25 kgCO2 · kgJF
-1 ). Such results were utilizing

an optimistic measure of its lifetime.

• Heat integration provides significant reductions in greenhouse gas emissions associated
with these processes, which require high loads of heat. Reductions up to 0.8X kgCO2 · kgJF

-1

were achieved by heat integration.

• The majority of cost and greenhouse contributions, for all 3 processes, are owed to
processing the feedstocks (CO2 from direct air capture & H2 from water electrolysis). Thus,
a combination of feedstock supply routes could be required to enhance the sustainability
metrics of these processes.

• The satisfaction of sustainability targets is paramount not only in the eventual
decarbonization of the aviation sector, but also in the transition from fossil fuel based jet
fuel to its synthetic counterpart.

• Complete decarbonization (i.e. net zero emissions) of the aviation industry is not yet
foreseeable. Carbon capture and storage thus proves its importance in offsetting the
remaining but reduced life cycle emissions of synthetic jet fuels; in other words, the
conversion of CO2 to jet fuel via renewable energy technologies alone cannot lead to
carbon-neutral aviation.

• Significant reductions in the carbon footprint of the aviation industry strongly depends on
the amount of available electricity generated via renewable energy technologies. Thus,
more electricity generation than that projected [175] could be required to enable a rapid
and permanent transition away from fossil fuel dependencies by 2050.

• Transportation is an essential part of the well-to-tank life cycle of synthetic jet fuel,
and cannot be ignored since it could, in some cases of cost/greenhouse gas emission
minimization, contribute to costs or greenhouse emissions that surpass those of the
production of synthetic jet fuel.

• The production locations with high capacities for implementing offshore wind farms are
favored in the greenhouse gas emission minimization problem, thus highlighting this
renewable energy technology as a key component in the generation of electricity with very
low carbon intensity.

• Most of the datasets utilized in the supply chain optimization were based on data from
today, rather than of 2050, which is the year of the supply chain optimization. The
model requires more projections to provide more accurate supply chain solutions. While
efficiencies are set to increase over the years, the cost of electricity based on such increase
in demands and decarbonization most likely will increase, which is why the minimized
emissions and presented herein likely represent an optimistic case.
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5.2. Further Work

The developed methodology attempted to be as practical as possible in estimating for life cycle
costs and emissions. However, the model is not without some limitations and uncertainties.
Consequently, the model can be improved and expanded by:

• Enhancing and incorporating thorough life cycle evaluation of utilized catalysts. The
contributions due to catalysts can grow significantly based on the rate of resupply. Thus,
a generalized and consistent methodology for accurate catalyst life cycle assessment is
required.

• Exploring alternate synthetic jet fuel production pathways that do not necessarily pass
through methanol as an intermediate, as well as enhancing the methanol to jet fuel reactor
sequence.

• Developing upscaled direct air capture costing is need to accuratelymodel the cost of direct
air capture at high scales.

• Regionalizing of jet fuel production to minimize effects of geopolitical factors on global jet
fuel supply.

• Investigating how much renewable electricity countries can dedicate to synthetic jet fuel,
to obtain a country-specific capacity for production.

• Exploring of the non-linear effects of the global supply chain algorithm, which could include
demand driven cost of electricity and including nonlinear expressions.

• Exploring different (more than one) synthetic jet fuel production in the global supply chain
optimization.

• Extrapolating the jet fuel demand data to that which would represent the global jet fuel
demand in 2050.

• Establishing projections in electricity prices for completely renewable grids in 2050, as
well as projections due to increase in electricity demand per country, which would more
accurately represent the future synthetic jet fuel costs.

• Including geography-dependent life cycle inventory of the processes and
geography-dependent discount rates.

• Utilizing process data for the year 2050 in the supply chain optimization, such as:
projections of renewable energy technologies emissions[183] and efficiency of water
electrolysis [78].

• Validating the cost of emerging technologies, such as the co-electrolysis unit and direct
air capture, using more sources and implemented equipment, to minimize the uncertainty
associated with these units, which have significant economic and environmental
contributions to synthetic jet fuel production.

• Conducting an extensive sensitivity analysis to assess the impact of uncertain variables
on cost and emissions. This analysis would also extend to the supply chain optimization,
wherein the parameters quantifying transportation burdens are varied to assess potential
changes in optimal synthetic jet fuel production locations.
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• Decreasing the cost and greenhouse gas emission contributions of the feedstocks by
incorporating a CO2 supply from point sources (example: cement plant) and producing H2
via less electricity-intensive methods (example: methane/biogas pyrolysis).

• Incorporating the carbon tax as a part of the economic comparison of the levelized cost of
synthetic jet fuel relative to the petroleum-based jet fuel.

• Accounting for the synthetic jet fuel cost-greenhouse gas emissions tradeoff in climate
scenarios evaluations to determine favorable operating points as a function of the urgency
of climate action.

• Exploring the complete decarbonization of the aviation industry by quantifying the added
economic cost and additional emissions incurred by carbon capture and storage of the
emissions due to synthetic jet fuel.
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Appendix

I LCIA

Table A.1. A detailed breakdown of the LCIA utilized from ecoinvent [51].

Impact Category Ecoinvent Name Unit Number of Characterization Factors

Climate Change Impact IPCC 2013, climate change, GWP 100a kgCO2 -eq 211

Cumulative Energy Demand

cumulative energy demand, biomass, renewable energy resources, biomass

MJ-eq

1
cumulative energy demand, fossil, non-renewable energy resources, fossil 6
cumulative energy demand, geothermal, renewable energy resources, geothermal, converted 1
cumulative energy demand, nuclear, non-renewable energy resources, nuclear 1
cumulative energy demand, primary forest, non-renewable energy resources, primary forest 1
cumulative energy demand, solar, renewable energy resources, solar, converted 1
cumulative energy demand, water, renewable energy resources, potential (in barrage water), converted 1
cumulative energy demand, wind, renewable energy resources, kinetic (in wind), converted 1

Land Occupation ecological footprint, total, land occupation m2 · yr 58

Water Depletion ReCiPe Midpoint (E) V1.13, water depletion, WDP m3 5
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II LCA of Unit Processes

Table A.2. The values of the life cycle impact categories of the individual unit processes across the 3 processes.
These LCIA are expressed in their respective unit, and the value is per unit of functional unit of the unit process. The
electrolyzer and co electrolyzer are after allocation. The functional unit is strictly for the output/outlet, except in the
case of distillation columns and separators, where the inlet mass of the mixture to be separated is the functional
unit.

Life Cycle Impact Assessment Categories

Unit Process Functional Unit GHG [kgCO2 -eq] LUO [m2 · yr] WDP [m3] CED [MJ-eq]

Electricity (Grid) 1 kWh 0.04498 0.0196 0.01064 6.698
Direct Air Capture 1 kg 0.018385 0.000956 0.000516 0 .3229
Heating via HTHP 1 MJ 0.00022524 1.612e-05 1.23e-06 0.001278
Electrolyzer 1 kg 0.0222738 0.0043452 0.0013156 0.964058
H2 Compressor 1 kg 0.000282 4.26844e-05 4.92854e-06 0.0057013
Co-electrolyzer 1 kg 0.1011 2.1040e-02 6.4590e-03 4.6761
CO Compressor 1 kg 1.9964e-05 3.01896e-06 3.4858e-07 0.0004032
Heat Exchanger for CO+H2 1 kg 3.264419e-07 4.59380e-08 3.28219e-09 5.1265e-06
Reactor Syngas 1 kg 5.135790e-05 1.677113e-05 7.22672e-07 0.000839131
Cooler for MeOH 1 kg 1.437174e-06 2.022441e-07 1.445e-08 2.257e-05
Separator 4 MeOH (CO2ER) 1 kg 1.480601e-05 2.039451e-06 1.955276e-07 0.00025345
Heat Exchanger for MeOH 1 kg 4.35194273e-07 6.124204e-08 4.3756425e-09 6.83449626e-06
Reactor MTO 1 kg 0.00072474972 6.653907e-05 4.718597e-06 0.00713820504
Cooler for MTO Outlet 1 kg 2.950953e-06 4.1526832e-07 2.967023e-08 4.634316e-05
Separator 4 Hydrocarbons 1 kg 4.949627e-08 6.817853-09 6.53645e-10 8.47289e-07
Distillation Column 4 Hot Olefin and Water 1 kg 2.234255e-05 3.0949435e-06 2.7667e-07 0.0003742194
Olefin Pump 1 kg 0.00013599 2.038261e-05 1.05949e-06 0.0020742524
Heat Exchanger for Olefins 1 kg 3.40207853e-07 4.787522e-08 3.420605e-09 5.342784e-06
Reactor for Oligomerization 1 kg 3.690158e-06 7.20591389e-07 2.851701e-08 5.41898e-05
Cooler for JF Range Liquid Fuel 1 kg 4.580054e-07 6.445210e-08 4.604996e-09 7.1927336e-06
Reactor Final 1 kg 0.0021768 0.000200314 1.374424e-05 0.0354064
Cooler for Paraffin Liquid Fuel 1 kg 2.37252e-07 3.338703e-08 2.3854e-09 3.725929e-06
DistGasDies 1 kg 8.4228389e-05 1.1604939e-05 1.1092276-06 0.00144045
Heating via Furnace 1 MJ 0.07556044 0.00033450966 3.86633e-05 1.462014
Cooling via Chiller 1 MJ 0.001193 0.000422902 0.00021234 0.1333679
Water Production 1 kg 0.0003353650 3.2823e-05 3.19005e-05 0.00521364
Water Pump 1 MJ 5.832236e-06 8.7414370e-07 4.543842e-08 8.8957e-05
CO2 Compressor 1 kg 9.0715e-06 1.3717659e-06 1.5839e-07 0.000183226
Heat Exchanger for CO2+H2 1 kg 2.82913e-07 3.9812512e-08 2.8445381e-09 4.443001e-06
Reactor CO2 Hydrogenation 1 kg 0.01593549 0.00148648 0.000100608 0.25523896
Cooler for MeOH for CO2 Hydrogen 1 kg 8.57303e-07 1.20642e-07 8.6197191e-09 1.34634e-05
Separator 4 MeOH (CO2HY) 1 kg 1.3570533e-05 1.869e-06 1.792118e-07 0.00023230373
Distillation Column 4 MeOH (CO2HY/BIOHY) 1 kg 2.04247e-05 2.8324899e-06 2.49532e-07 0.000340575964
H2 Compressor 4 Biogas 1 kg 2.2531e-04 3.4071e-05 3.9340e-06 4.5509e-03
Compressor 4 Biogas 1 kg 1.9081e-05 2.8854e-06 3.3316e-07 3.8540e-04
Heat Exchanger Biogas+H2 1 kg 7.0398e-06 9.9067e-07 7.0782e-08 1.1056e-04
Biogas Production 1 kg 0 0 0 0
Biogas Reactor (cascade) 1 kg 2.3325e-04 3.2734e-05 1.9561e-06 3.4952e-03
Cooler (cascade) 1 kg 7.0398e-06 9.9067e-07 7.0782e-08 1.1056e-04
Separator (cascade) 1 kg 8.4811e-04 4.8306e-04 7.0483e-05 3.6788e-020
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III LCC of Unit Processes

The costing of the unit processes of Section 3.1. based on the initial investment and the temporal
cash flows is summarized in Table A.3.

Table A.3. A summary of the costing of the units, including initial capital investments and yearly costs incurred
during operation based on the sizing parameters (SP) and their functional unit (FU, not rates). This includes only
foreground units; for instance, catalysts for reactors are further elaborated in next section. The yearly maintenance
costs are expressed as a function of the CAPEX. The power rating is calculated by dividing the energy by the total
operating hours, thus assuming that the power remains constant over the hours of the year. Note that these flows
are not expressed in the same currencies, and could be in either EUR, USD, or CHF. The currency can be retrieved
via the references in the thorough documentation in Section 2.2.. The revenue cash flow is omitted because it is
unit-specific. The references for these equations can be found in Section 3.1..

Annual Cash Flows

Unit Process FU SP CAPEX OPEX MAINT
CAPEX [%]

Electricity (Grid) 1 kWh W 0 0.1957 ·W 0
Industrial Furnace 1 MJ ¤Q , Q 250 · ¤Q 7.2 · Q + cNG · Q + cDPE · mDPE 4
HTHP 1 MJ ¤Q ,Q 660 · ¤Q 2 · ¤Q + 0.00180 · Q 3.5
Absorption Chiller 1 MJ ¤Q 2500 · ¤Q cNH3 · mNH3 3.5
Electrolyzer 1 kgH2

¤W 1090388 · ¤W 0.8206 0 3.5
Co-electrolyzer 1 kgCO W 1130514 · ¤W 0.8206 0 3.5
Direct Air Capture 1 kgCO2 ¤m 6.0931 · ¤m 0 4
Compressor 1 kg ¤W 580000 + 20000 · ¤W 0.6 0 3.5
Heat Exchanger 1 kg A 28000 + 54 · A1.2 0 3.5

Reactor 1 kg ¤m 61500 + 32500 ·
(

¤m
β ·ρcat ·WHSV

)0.8
ccat · ¤m

WHSV 3.5
Distillation Column/Separator 1 kg D , H 17640 · D 1.066 · H 0.802 0 3.5
Water Production 1 kg m 0 2 · 10−4 · m 0
Pump 1 kWh ¤W −1100 + 2100 · ¤W 0.6 0 3.5
Biogas Production 1 kg m 0 0.3339 · m 0

76



IV Life Cycle Inventories

IV.A Ecoinvent

Table A.4. The utilized ecoinvent datasets for unit processes that had activities identical or similar to what their
inventories would be in the ecoinvent [51]. Only unit processes that can be described by a single activity and whose
functional unit can be matched to the functional unit of the activity are shown in this table. These were used for
Chapters 2 and 3 The electricity mix changes to that dictated by Table A.17 for the supply chain optimization of
Chapter 4.

Unit Process Product Ecoinvent Activity Unit Location

Electricity Mix electricity production "market for electricity, low voltage" kWh CH
High Temperature Heat Pump heat pump, brine-water, 10kW "heat pump production, brine-water, 10kW" unit CH
Pump water pump operation, electric "water pump operation, electric" MJ DE
Water Production water, deionised "water production, deionised" kg CH
Biogas Production biogas "treatment of sewage sludge by anaerobic digestion" m3 CH
Petroleum-based Jet Fuel Production kerosene "petroleum refinery operation" kg CH

IV.B Literature-based LCI

IV.B.i Industrial Furnace

Table A.5. Life cycle inventory of Industrial Furnace. A closed loop furnace is used, wherein the heated fluid (diphenyl
ether) is returned to be heated and not disposed of after one cycle.

Ecoinvent Activity Quantity Unit Location

"heat production, natural gas, at industrial furnace low-NOx >100kW" 1 MJ Europe without Switzerland
"diphenylether-compound production" mhf ,`

Ehf ,`
kg RER

In Table A.5, the mass of propylene glycol in the furnace system,mhf ,` , is a fixed number since it
is in a closed loop system. To determine the emissions associated with this mass of propylene
glycol, the mass is normalized by the amount of energy, Ehf ,` , (in MJ) that this heating fluid is
expected to deliver during its lifetime. The lifetime is assumed to be one year (Section 2.2.2.).
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IV.B.ii Absorption Chiller

Table A.6. Life cycle inventory of absorption chiller. The units are the corresponding activities’ units per the functional
unit of the unit process.

Ecoinvent Activity Quantity Unit Location

"ammonia production, steam reforming, liquid" 1
Ecf ,`

kilogram Europe without RU
"absorption chiller production, 100kW" 1

Echi l l er ,`
unit CH

"market for electricity, high voltage" 0.02 kWh CH

Ammonia as the cooling fluid is in the closed loop absorption chiller. If 1 kg can extract Ecf ,`
amount of heat over its lifetime, then the inventory mass for ammonia is the reciprocal of this
value, which is the mass attributed to extract 1 MJ. The same approach is followed for the
absorption chiller unit. During its lifetime (assumed to be equal to the plant lifetime), the unit
can extract a value of Echi l l er ,` MJ of heat. Thus, per MJ of heat extracted, number of units
per MJ is the reciprocal of the total energy extracted during its lifetime. The used quantity of
electricity in the inventory is used in the cooling via absorption chiller inventory in ecoinvent, so
it is replicated herein as well for consistency purposes [51].

IV.B.iii Direct Air Capture

Table A.7. The utilized direct air capture inventory, is based on the work of Terlouw et al. [70].

Unit Process Product Activity Unit Location

Direct Air Capture carbon dioxide, captured from atmosphere "carbon dioxide, captured from atmosphere" kg CH

IV.B.iv Electrolyzer

Table A.8. Electrolyzer of capacity 1 MW [79] (explain what RER, GLO, etc. are)

Ecoinvent Activity Quantity Unit Location

"market for aluminium, wrought alloy" 27 kilogram GLO
"sheet rolling, aluminium" 27 kilogram RER
"titanium production" 528 kilogram GLO
"tetrafluoroethylene production" 16 kilogram RER
"carbon black production" 9 kilogram GLO
"market for platinum" 0.10318 kilogram GLO
"copper production, cathode, solvent extraction and electrowinning process" 4.5 kilogram GLO
"sheet rolling, copper" 4.5 kilogram RoW
"sheet rolling, chromium steel" 100 kilogram RER
"steel production, chromium steel 18/8, hot rolled" 100 kilogram RER
"synthetic rubber production" 4.8 kilogram RER

One electrolyzer unit rated at 1 MW requires the inventory of materials tabulated in Table A.8.
However, over the lifetime (`el y ) of 80000 hours [82] of the electrolyzer, an energy amount equal
to `el y · Pel y is utilized. Thus, the amount of H2 produced during the lifetime, mH2,` , can be
determined for Pel y = 1 MW. In this case, the inventory shown in Table A.8 corresponds to the

78



production of a mass of H2 equal to mH2,` . These quantities of Table A.8 are thus scaled by the
reciprocal of mH2,` , such that the inventory for the materials per kg of H2 produced, which is the
functional unit of the unit process, is determined.

IV.B.v Co-electrolyzer

Table A.9. The life cycle inventory of a co-electrolyzer of capacity 1 MW [79]. This inventory is based on that of the
electrolyzer with changes in the membrane material and the anode catalyst [156].

Ecoinvent Activity Quantity Unit Location

"market for aluminium, wrought alloy" 27 kilogram GLO
"sheet rolling, aluminium" 27 kilogram RER
"titanium production" 528 kilogram GLO
"tetrafluoroethylene production" 8 kilogram RER
"polysulfone production, for membrane filtration production" 8 kilogram GLO
"carbon black production" 9 kilogram GLO
"market for platinum" 0.075 kilogram GLO
"copper production, cathode, solvent extraction and electrowinning process" 4.5 kilogram GLO
"sheet rolling, copper" 4.5 kilogram RoW
"sheet rolling, chromium steel" 100 kilogram RER
"steel production, chromium steel 18/8, hot rolled" 100 kilogram RER
"synthetic rubber production" 4.8 kilogram RER
"market for silver" 0.3 kilogram GLO

A co-electrolyzer unit rated at 1 MW needs the inventory of materials shown in Table A.9. However,
over the lifetime (`coel y ) of 3000 hours [82] of the electrolyzer, an energy amount equal to `coel y ·
Pcoel y is used. Thus, the amount of CO produced during the lifetime, mCO,` , is determined for
Pcoel y = 1 MW. Hence, the inventory shown in Table A.9 corresponds to the production of a mass
of CO equal to mCO,` . These quantities of Table A.9 are thus scaled by the reciprocal of mCO,` ,
to obtain the inventory for the materials per kg of CO produced, which is the functional unit of the
unit process.

IV.B.vi Compressor

Table A.10. The life cycle inventory of a centrifugal compressor of rated power 18404 kW [92]. Based on the
compressed fluid properties, the inventory needed for the compression of 1 kg of a given fluid is the materials and
their quantities scaled by mcmp,` (Equation 2.10).

Ecoinvent Activity Quantity Unit Location

"steel production, chromium steel 18/8, hot rolled" 51460 kilogram RER
"steel production, alloy" 11004 kilogram RER
"steel production, unalloyed" 25.65 kilogram RER
"synthetic rubber production" 0.73 kilogram RER
"market for electricity, high voltage" 261936.2 kWh CH

The compressor inventory of materials tabulated in Table A.10 refers to the materials and energy
required in the manufacturing of a 18404 kW rated compressor. The power rating is similarly
identified as the key parameter. Thus, the amount of energy utilized by the compressor during
the lifetime is `cmp · Pcmp . Depending on the fluid being compressed, the energy needed for the
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compression is known via wcmp . Thus, the amount of mass a compressor can compress over
its lifetime can be determined using mcmp,` (Equation 2.10). In this case, the inventory shown
in Table A.8 corresponds to the compression of an amount of mass of a fluid equal to mcmp,` .
These quantities of Table A.10 are scaled by the reciprocal ofmcmp,` to attain the the quantity of
the materials per kg of compressed flow.

IV.B.vii Heat Exchanger

Table A.11. Life cycle inventory of a shell and tube heat exchanger [79]

Ecoinvent Activity Quantity Unit Location

"steel production, chromium steel 18/8, hot rolled" mhx ,` kilogram RER
"market for electricity, high voltage" 0.31 · mhx ,` kWh CH

The heat exchanger inventory consists of the stainless steel material and manufacturing energy,
as shown in Table A.11 [79]. Unlike the electrolyzers, furnace, and the compressor, this inventory
consists of only the relative amount of materials needed. The inventory is thus not based on any
power rating or heat load. Nevertheless, based on the heat load required, the heat exchanger is
sized (Section 2.2.9.), and the mass of steel (for shell and tube) is determined. This equipment,
however, is assumed to last the entire lifetime of the plant. Thus, the mass of the steel needed,
which is mhx (Equation 2.15) is scaled by the total mass of heated fluid during the lifetime of
the unit. Thus, the inventory is based on the mass of steel needed to heat 1 kg of fluid over the
lifetime, mhx ,` (Equation 2.19), thus forming the inventory in Table A.11.

IV.B.viii Reactor

Table A.12. Life cycle inventory of a reactor [79].

Ecoinvent Activity Quantity Unit Location

"steel production, chromium steel 18/8, hot rolled" mRX ,` kilogram RER
"market for electricity, high voltage" 0.31 · mRX ,` kWh CH

Similar to the heat exchanger, the utilized inventory consists of only the material and
manufacturing energy, as shown in Table A.12 [79]. Unlike the electrolyzers, furnace, and the
compressor, this inventory consists of only the relative amount ofmaterials needed. The inventory
is thus not based on any power rating or heat load. Nevertheless, based on the reaction conditions,
the reaction volume can be determined (Section 2.26), and thus mass of steel is obtained. This
equipment, however, is assumed to last the entire lifetime of the plant. Thus, the mass of the steel
required over the lifetime (mRX in Equation 2.25) is divided by the total reacted mass during the
lifetime of the unit. Hence, the inventory is based on the mass of steel needed to react 1 kg of
fluid over the lifetime (Equation 2.26), thus forming the inventory in Table A.12.

IV.B.ix Distillation Column & Separator

The inventory of the distillation column and separators are attained in the sameway as the reactor
and heat exchanger. The distillation mass is determined by Equation 2.28. This corresponds
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Table A.13. LCI for a distillation column for a column vessel weight of 285 kg [136].

Ecoinvent Activity Quantity Unit Location

"steel production, chromium steel 18/8, hot rolled" 285 kilogram RER
"market for electricity, high voltage" 715 kWh CH
"water production, deionised" 0.15 kilogram CH
"flat glass" 2 kilogram RER
"alumunium oxide, metallurgy" 3.7 kilogram RER
"synthetic rubber production" 3.5 kilogram RER
"steel production, unalloyed" 65 kilogram RER
"iron-nickel-chromium" 3.5 kilogram RER

to the steel mass. Using the inventory proposed by Brondani et al. [136], 285 kg of steel are
associated with the remainingmaterials shown in Table A.13. First, a relative inventory is obtained
by normalizing it by a factor of 285 (steel mass) to establish the steel mass as the reference.
Then, the amount of distillation column steel can be converted to the steel mass needed per
kg of separated input, which is shown in Equation 2.29. Thus, the entire inventory is scaled by
mDC ,` (Equation 2.29), which accounts for the exact quantities that would be needed to build the
distillation column and attributes its emissions over the distillation lifetime by dividing it by the
total inlet mass separated during the lifetime. Thus, the inventory is transformed to quantities
needed per kg of separated inlet.
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IV.B.x Catalysts

Table A.14. Modeled environmental contributions of catalysts via allocation scales
For zeolites, the reference used is that of Grimaldi et al. [184], and their modeling shows that per kg of zeolite
produced, 2.132 kg of Si and Al material are needed. Maintaining a fair comparison in this study with other modeled
catalysts is of great importance. Thus, the wasted material herein is not considered during synthesis. Thus, per kg of
their zeolite needed, we need 0.49344 kg of Al trihydrated and 1.5066 kg of Sodium silicate, implying needing almost
double the mass to produce a kilogram of this zeolite. The assessed zeolite in their paper uses 1:1 ratio of Si/Al [184],
so for the ones where Si/Al greater than 1, the amount of Si needed is scaled and then normalize.

Catalyst Element Ecoinvent Activity Unit Location

Pt "market for platinum" kg GLO
Pd "market for palladium" kg GLO
Ir "market for Platinum" kg RU
CeO2 "rare earth oxides production, from rare earth oxide concentrate, 70% REO" kg CN-SC
Si "silica sand production" kg DE
Al "market for aluminium hydroxide" kg GLO
Ag "market for silver" kg GLO
Al2O3 "aluminium oxide, metallurgical, import from Northern America" kg IAI area
ZnO "zinc oxide production" kg RER
CuO "copper oxide production" kg RER

V Catalyst Properties

Table A.15. Catalyst database showing the data for density and costs. This data was specified from Alfa [185], except
for Platinum and Iridium costs [165]. The weights do not often add up to 1 since only the ingredients are given. The
zeolite densities could not be found, so a worst case density of 10000 kg · m-3 was assumed. The cost is calculated
via the weighted average of the individual compound costs using the mass percentage. For the AlPd catalyst, the
exact one was found online, so it is used as one entry, but the emissions of Al and Pd are accounted for separately
based on the split.

Process Unit Compound Mass Percentage [%] Density [kg · m-3] Price [EUR · kg-1] Cost [EUR · kg-1]

CO2ER Syngas Reactor
CuO 40 6300 81.4

61.612ZnO 51 5606 43.2
Al2O3 4.5 3965 156

CO2HY CO2 Hydrogenation Reactor
Pd 5 12200 187900

9713ZnO 5 5606 43.2
CeO2 90 7132 346

ALL MTO Reactor
Si [in Zeolite] 146.8 10000 773.3

1257.9Al [in Zeolite] 2.405 10000 43.2
CeO2 30 7132 346

ALL Oligomerization Reactor Si [in Zeolite] 211.8 10000 773.3 1664.8Al [in Zeolite] 1.3875 10000 43.2

ALL Jet Fuel Range Hyrogenation Pd on Al 100 12200 8680 8680

BIOHY Biogas Reactor
CuO 50 6300 81.4

84.86ZnO 30 5606 43.2
Al2O3 20 3965 156

For catalysts comprising multiple components, the mass composition is used to determine a
weighted average cost [101]. While this is not the most representative method to cost catalysts,
due to the unknown amounts of solvents and intermediate compounds utilized, this method
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provides a good indication of the relative catalyst costs, which enables a useful comparison of the
various synthetic jet fuel processes. For instance, it allows the comparison between the emissions
generated from heavy noble metals etc.
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VI Heat Integration

A simple heat integration approach was utilized. A pinch analysis code was used [186] to recover
heat and minimize heating and cooling inputs. However, this code does not include latent heat in
reboilers, condensers, or reactors. Thus, the input was limited to sensible heat changes.

The heated and cooling units that were used for heat recovery are shown in Table ??.
Table shows the streams that were utilized in the pinch analysis code. Not all heating and cooling

Table A.16. The heat exchanger (cooler/heater) units that were used in the pinch analysis code, using a pinch of
10°C. The stream names of the units are the same as those in Table 2.5. The cold stream is defined as a stream that
requires cooling, while hot stream is defined as that which requires heating.

Process Cold Stream Hot Stream

CO2ER
MTO Reactor Outlet Olefins pre reaction

Syngas Reactor Outlet Syngas pre reaction
MeOH pre reaction

CO2HY
MTO Reactor Outlet Olefins pre reaction
CO2-H2Reactor Outlet CO2-H2 pre reaction

MeOH pre reaction

BIOHY MTO Reactor Outlet Olefins pre reaction

streams could be utilized due to the limitation imposed by lack of latent heat. The pinch was
limited to 10 degrees. The BIOHY could not recover heat via more streams since the process units
are spatially separated between a decentral methanol production plant near a biogas production
facility and a centralized plant.

To bypass the inabiltiy to recover the latent heat, a second step for heat integration was
done manually, by linking up the heat generated by the reactors with distillation column reboilers.
The matched units for heat recovery were the reboilers of the jet fuel/heavies distillation
column and the olefin/water distillation column, while the reactors were the MTO reactor and
the methanol production reaction. These units in common with all processes, except for the
methanol production reaction in the BIOHY process due to its spatial separation. The remaining
heat or cooling load that was not captured was modeled as to be satisfied by the energy sources.

Once the fraction of heat and cooling that was recovered was calculated, this was accounted
for by subtracting the avoided heating and cooling load from the final heating and cooling loads
required per unit jet fuel, thus decreasing the contributions of heating and cooling via heat
recovery.

VII Co-electrolysis Mass and Energy Balances

The half reaction characterizing the reduction of CO2 is:

CO2 −−−→ CO +
1

2
O2
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The change in Gibbs free energy [187] of this reaction is ∆G = 283.2 kJ · mol-1. Upon converting
this value to kWh · kg-1

CO, and accounting for an efficiency of 40% and a Faradic efficiency of
85%, the resulting energy needed for the conversion of CO2 to CO is 7.5 kWh · kg-1

CO.

The mass balances for the cathode of the CoEly unit are presented as follows:

¤mCO2,i n = X ·MCO2 ·
J

2 · yF ar aday

¤mCO2,out = (X − ηF ,CO ) ·MCO2 ·
J

2 · yF ar aday

¤mCO,out = ηF ,CO ·MCO ·
J

2 · yF ar aday

¤mH2O,out = ηF ,CO ·MH2O ·
J

2 · yF ar aday

¤mH2,i n = (1 − ηF ,CO ) ·MH2 ·
J

2 · yF ar aday
The mass balances for the anode of the CoEly unit are presented as follows:

¤mH2O,i n = Xw ·MH2O ·
J

2 · yF ar aday

¤mH2O,out = (Xw − 1) ·MH2O ·
J

2 · yF ar aday

¤mO2,out =
1

2
·MO2 ·

J

2 · yF ar aday
The values of the excess factors were chosen alongside the experimental collaborators in the
synfuel initiative to be Xw = 300 and X = 1.05.
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VIII Detailed Techno-economic Modeling

This section details extensive unit costing equations that were utilized initially. Upon iteration,
these results of cost and GHG showed that these units had little contributions on both cost and
GHG metrics. Thus, a more simplified method was used due to the negligible impact of these
units on both metrics. Nevertheless, they are shown here:

VIII.A Heat Exchanger

The heat exchanger is a shell and tube heat exchanger, whose sizing was fixed based on
standardized sizing parameters [95]:

• a′ = 0.2618 ft2/ft; surface area per unit length

• Dshel l = 25 inch

• δtube = 0.065 inches

• Dtube = 1 inch

• N tubes = 252

The overall heat transfer coefficient is a function of the heat exchanger fluid flow and the geometry
(main geometric parameters are listed above). Herein, the pressure drop is assumed negligible
and the interface between the tube thickness is assumed to be highly conductive. Thus, overall
heat transfer coefficient,U , is expressed as:

U =
ho · hi
ho + hi

(5.1)

In Equation 5.1, hi and ho are respectively the tube (inner) and shell (outlet) heat transfer
coefficients. If the process uses steam to heat the fluid, the steam convection coefficient can be
assumed to be constant at hi = 5000 W/m2 K [95]. It is considered as the fluid inside the tube
because it is the hotter fluid [99]. ho can be calculated by using the flow properties.

This extensive approach to modeling the overall heat transfer coefficient was shown to
have no significant effect on the life cycle assessment and costing. Thus, it was aborted in favor
of a simpler method using general values reported by Ulrich [96].

VIII.B Distillation Column

The number of trays in a distillation column can be expressed using [137]:

N t r ay s = 2.5
log

[
F RA,d i st (1−F RB ,d i st )
(1−F RA,d i st )F RB ,d i st

]
logαAB

(5.2)

In Equation 5.2, the 2.5 factor is a heuristic to account tray inefficiencies.
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Determining rr ef l ux requires an iterative solver to solve for φ in the following expression:

Ff eed (1 − q ) −
αi /r ef · Ff eed · zf eed ,i

αi /r ef − φ
= 0 (5.3)

In Equation 5.3, q refers to the saturation state of the inlet. Once φ is determined (should be
between alpha’s of key components), the minimum vapor flowrate, F minV , can be determined via:

F minV =
αi /r ef · Ff eed · zf eed ,i · F R i ,d i st

αi /r ef − φ
(5.4)

Using the result of F minV from Equation 5.4, the minimum reflux ratio is determined using:

rr ef l ux ,min =
F minV − FD

FD
(5.5)

rr ef l ux = βr ef l ux · rr ef l ux ,min (5.6)

The actual reflux ratio, rr ef l ux , is determined using Equations 5.5 and 5.6, where βr ef l ux is a scale
factor, chosen as 1.3 [137].

IX Global Supply Chain

IX.A Effect of Production Scale

The jet fuel production in various countries is modeled using a fixed production output per year to
avoid the incurred nonlinearities that could complicate the optimization model. Thus, the effect
of the production scale is examined in Figure 5.1.
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Figure 5.1. The effect of the production scale, expressed in annual jet fuel output, FJF , on the resulting levelized cost of jet fuel. A close up on
annual productions of 2 · 106-2 · 1010 k gJF per year is shown. After a production rate of 2 · 106 kg per year, the jet fuel cost is stable and exhibits
no sharp decreases.

Figure 5.1 shows that after 2 ·106 the value stabilizes with only negligible changes, which renders
the assumption of using a fixed LCOJF a valid one. This production scale of 2 · 106 kg per year
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corresponds to 0.0006% of the global jet fuel demand. It is thus unlikely that a chemical plant will
be established in 2050 producing such low amounts per year in a sustainable society with high
demands of synthetic jet fuel. Thus, the linear assumption brought by a fixed levelized cost of
synthetic jet fuel is validated.

IX.B LCA of 2050 Electricity Mixes

Table A.17. The reference countries and their capacity factor values that are used to scale the emissions associated
with producing 1 kWh of electricity in a country j whose electrical capacity and mix is defined by Jacobson et al.
[175]. These electrical mixes include renewable energy technologies utilizing solar (residential, governmental, PV
farm, solar tower), wind (onshore, offshore), hydro (run-of-river, pumped storage - non-alpine), geothermal, wave
energy device, and tidal turbine. The cases for not applicable (N/A) reference capacity factors imply that no scaling
was done (s=1) for the global warming potential of the considered RET.

RET Product Ecoinvent Activity Reference Location Reference CF

Onshore Wind electricity, high voltage electricity production, wind, ≥3MW turbine, onshore DE 0.28404
Offshore Wind electricity, high voltage electricity production, wind, 1-3MW turbine, offshore DE 0.28404
Rooftop Solar electricity, low voltage electricity production, photovoltaic, 3kWp slanted-roof installation, multi-Si, panel, mounted ES 0.18386
Governmental Buildings Solar electricity, low voltage electricity production, photovoltaic, 3kWp slanted-roof installation, multi-Si, panel, mounted ES 0.18386
PV Farm electricity, low voltage electricity production, photovoltaic, 570kWp open ground installation, multi-Si ES 0.18386
CSP electricity, high voltage electricity production, solar tower power plant, 20 MW ES 0.18386
Geothermal electricity, high voltage electricity production, deep geothermal RoW N/A
Pumped Hydro electricity, high voltage electricity production, hydro, reservoir, non-alpine region RoW N/A
Wave Device electricity, high voltage electricity production, hydro, run-of-river RoW N/A
Tidal Turbine electricity, high voltage electricity production, hydro, run-of-river RoW N/A
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IX.C ISO 3166 Country Codes

Table A.18. The country codes utilized throughout this study (Figures 2.18, 2.19, and in Chapter 4) [188]. These are
also applicable for the country codes of the ecoinvent databases.

Country iso2 iso3

Switzerland CH CHE
Spain ES ESP
Iceland IS ISL
Denmark ES DNK
France FR FRA
Italy IT ITA
The United States US USA
China CN CHN
India IN IND
Brazil BR BRA
Iran IR IRN
South Korea KR KOR
Great Britain GB GBR
Egypt EG EGY
Canada CA CAN
Hong Kong HK HKG
Sweden SE SWE
Sri Lanka LK LKA
Saudi Arabia SA SAU
Malaysia MY MYS
Turkey TR TUR
Ethopia ET ETH
Libya LY LBY
Cuba CU CUB
Sudan SD SDN
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