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Abstract

Breast cancer is the most common cancer for women. To improve the re-
liability of early stage diagnostics differential phase contrast computed-
tomography imaging is pursued at PSI where a prototype imaging
grating-interferometry-breast-computed-tomography (GI-BCT) system
is operated. The prototype was optimised in the areas of the acquisition
protocol and the flat-field correction as well as a dedicated comprehen-
sive simulation framework was set up. The improvements reduced the
acquisition time from 11 to 9 minutes and have lead to a significant re-
duction in imaging artefacts. These developments bring the prototype
closer to an eventual clinical application.
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Chapter 1

Introduction

Thanks to scientific development and increasing medical knowledge over
the last millennia the life expectancy in human society has been climbing
well over 80 years for some countries [1]. With increasing age of the popu-
lation, diseases become more prominent as well. Cancer is nowadays after
cardiovascular diseases the second largest cause of death worldwide [2]. It
was estimated that in 2017 around 9.5 million people died of cancer [2]. To
put that in perspective, of the around 65’000 people who died in Switzer-
land in 2016 over 17°000 deaths were caused by cancer [3]. For women,
breast cancer is the most often diagnosed type of cancer overall [4]. Because
of increased awareness and prevention campaigns, breast imaging tools like
mammography, computer tomography, magnetic resonance imaging (MRI)
and ultrasound imaging are today important tools to diagnose breast cancer
at an early stage. For this reason and improvements in cancer treatment,
the five-year survival rate increased over the last years up to 90% in the U.
S. [5]. In Germany, as in many level-4-income countries [6], every woman
between 50 and 69 will receive an invite every two years for a mammogra-
phy to diagnose and treat cancer as early as possible [7]. It is estimated that
the yearly revenue of such diagnostic systems will surpass 2.5 billion dollar
by 2024 [8, 9] due to breast cancer becoming a more acknowledged problem
globally.

1.1 Diagnosis

The survival rate of cancer in general is often coupled to the stage it is
detected at. For breast cancer it is therefore advised to undergo a regular
check-up for women over 45 [10]. These check-ups include palpation, mam-
mography and as a follow-up magnetic resonance imaging (MRI) or breast
computed tomography (BCT). Mammography is one of the most often used
diagnostic tools to detect breast cancer [11] as it is quick and relatively cheap,
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especially compared to MRI. A mammography is the procedure to take an
x-ray projection image of the breast. On this image medical doctors are able
to see possibly malicious tissue which has to be examined further in case of
a finding (through biopsy, etc.). The examination can be painful as the breast
needs to be squeezed thin (see section 1.2.1) which causes some women to
shy away from this examination method. An additional issue is the fact that
a projection is often not very representative of how structures look like in 3D.
This tissue overlap can cause false positive results and therefore stress and
costs for patients due to further examinations. BCT is also a transmission
based x-ray imaging method. This technique creates a 3D reconstruction
of the breast and can therefore give a more exact view of structures in the
breast compared to single projections where the 3D structures may not be
obvious. The disadvantage of this method is that it is not as optimized to
find so called micro calcifications [12] (which may be an early sign for can-
cer) as the mammography. This will be discussed in section 1.2. Another
method to BCT is MRL It has the big advantage of not using ionizing radi-
ation as the source of information but magnetic fields. The disadvantage is
its high cost and it takes significantly longer to do a measurement with an
MRI system (order of tens of minutes) to around 12 seconds for a BCT (plus
positioning resulting in a few minutes for the whole procedure).

1.2 Beer Lambert Law

The Beer Lambert law describes how much a photon flux decreases per
length. This is the basis for absorption-based imaging. By equating the
change of the number of photons dN to the number of photons in a depth
dx in a material one gets:

AN = —uNdx, (1.1)

where  is the linear attenuation coefficient (LAC). The solution to this equa-
tion is the Beer Lambert law:

N = Noe ™. 1.2)

The physical dimension of the exponent has to vanish and therefore the
# has the dimension one over meter. This LAC is material- and energy-
dependent. It defines how much of the radiation gets absorbed per distance
travelled through the material.

In x-ray imaging the detector measures the photon flux. When combining
this flux together with a reference measurement of the full flux without a
sample in the beam, the exponential term can be calculated. This exponen-
tial factor is composed out of the thickness of the material the photon flux
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travelled through as well as the attenuation coefficients of all tissues crossed.
The more photons the objects absorbs, the darker the region on the detector
(or the brighter in the typical negative images seen in hospitals). This works
well for materials with “large” LAC differences like bone and muscle but
not for the breast screening where the different types of soft tissue have a
very similar LAC.

1.2.1 Attenuation Coefficients

Absorption-based x-ray imaging of the breast and especially mammographs
operate at low photon energies where the difference in LAC is much larger
than for high energies. Therefore the difference in absorption between the
different tissues is better visible. Another advantage of low energies is that
micro calcifications [12], which can be a sign of cancer, are well visible at
these energies. An often used quantity is the mass attenuation coefficient
(MAC) which is the LAC divided by the density of a material. For calcium

the MAC is in the order of 0.9 %2 at 40 keV to 7 %2 at 20 keV while for

breast tissue this value ranges from 0.25 % at 40 keV to 0.69 % at 20
keV [13] which are typical energy ranges to perform screenings [14]. This
demonstrates that the lower the energy, the better the contrast.

The drawback from that technical necessity of using low energetic x-rays
is that the breast needs to be squeezed thin enough such that photons are
still able to reach the detector. The requirement to deposit a major fraction
of the ionizing radiation in the tissue limits at the same time the amount
of contrast reachable. The high absorption rate requirement does not mean
that a mammography is more damaging to the tissue than higher energy
x-ray images as the dose is adjusted accordingly. This only implies that the
amount of signal is physically limited by the amount of radiation used and
imposes a limit to absorption based imaging with ionizing radiation.

1.3 Differential Phase Contrast

Another mechanism of obtaining images through exposure to X-rays is using
refraction rather than attenuation, called X-ray differential phase contrast
(DPC) imaging.

The DPC is an optical effect with photons in the keV regime. The DPC
image is a representation of the local deflection of the x-ray light by the
sample. The refraction laws well-known in the optical regime apply also to
x-rays, albeit the deflection angles are typically much smaller and refraction
coefficients negative for most materials. The idea of optics also carries over
that the photons deliver the information only through refraction instead of
absorption, allowing this technique to not have a dose requirement at all
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(although there will always remain some) compared to absorption based
imaging.

1.3.1 Refraction

The most important law of refraction optics is the Snell’s law. Since photons
always take the fastest path between two points, in one single medium this
path will be a straight line through both points. If both points now lie in
different media, the path length now has to be minimized taking the speed
of light in different media, expressed by the refracion index, into account.
This gives the law of Snell:

1y sin @1 = 1 sin @;. (1.3)

Taking a closer look at the refractive index we can extend our definition of
the refractive index to a complex refractive index:

n=1-06+18 , (1.4)

where 6 models phase shifts and  attenuation. Plugging this into a complex
wave function yields separate terms for the phase shift and attenuation:

¥(x) = ¢Oe1(175)kx€fﬁkx ) (1.5)

which shows the interpretation of ¢ to be the phase shift and § the attenu-
ation (same idea as explained in section 1.2) clear and makes the effects di-
rectly comparable. Looking at a transition from vacuum to water, at 20 keV
B ~ 41071 while § ~ 5.8-1077 which shows that the refraction effect
should be around 1000 times stronger than the absorption [15]. With higher
energies this difference will further increase in favour of the phase.

The refractive indices of materials are quite different for visible light com-
pared to x-rays. They tend to go to one for all materials, the higher the
photon energy as the factors p and é get smaller and smaller (B has disconti-
nuities in its spectrum as the photons will start to ionize new atomic shells
resulting in a sudden sharp increase of the parameter). Depending on B and
J, the refractive index for x-rays can even be slightly lower than one. This
can be used for total reflection to bundle light and causes convex shapes to
focus light and concave to disperse it, the opposite to the visible spectrum.
The values of B and § can be close together, through propagation in space
even small differences become measurable.

This is an enormous advantage over absorption-based imaging as the im-
age quality can be improved by solely optimising the geometry of the setup.
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The physical limitation of refraction is the wavelength used as we need a
wavelength smaller than the examined structure to resolve it.

Although the refraction values outperform the attenuation approach, it does
not yet provide the full picture. Absorption-based imaging is compared to
DPC imaging a rather simple approach which solely needs a x-ray tube and
a detector to work. We do not need any optics as the photons go straight
through the sample and have to be counted afterwards. Then, the atten-
uation can be calculated. To obtain the information of the phase either a
coherent source or grating interferometry needs to be utilized. Grating inter-
ferometry solution is using optical interferometry which is phase-sensitive.
The limitation of the DPC imaging method is the necessity to use interfer-
ometry to gain access to the phase information and hence to have coherence.
Since there is no x-ray laser that could be reasonably used as a medical
source to cover the female risk population, one such solution is grating in-
terferometry. Gratings for x-rays are difficult to produce. In order to achieve
high sensitivity to small refraction angles the high energetic x-rays need
small grating pitches and in addition a deep grating structure to interact
sufficiently. These challenges increase in difficulty the higher the photon
energy. Even though the phase should yield a much larger signal for x-rays,
engineering problems arise which are hard to solve. In contrast to absorp-
tion based imaging this is not a physical limit and allows for a development
beyond the ability of absorption based imaging.

1.3.2 Talbot Lau Interferometer

As it will be shown in chapter 2.1 the gantry used for this thesis is based on
the principle of a Talbot Lau interferometer. It allows to measure the DPC
without a coherent source. A Talbot Lau interferometer uses three gratings
to gain access to the phase information. Two gratings are absorption grat-
ings and one is a phase grating. As it can be seen on figure 1.1 the first
grating, called g0, is an absorption grating, which creates a partially spa-
tial coherence. The phase grating g1 will produce a Talbot carpet and the
absorption grating g2 is used as the analyser of the Talbot carpet.

The Talbot pattern is a periodic pattern of lines. The pattern has the same
origin as the double slit pattern on a screen but instead of two slits a whole
grid is used. This can be achieved with absorption gratings or diffraction
gratings. Absorption gratings are made out of absorbing material such that
photons can only pass through the slits and after Huygens principle, if the
slit has the same dimension as the wavelength of the photon, a circular wave
will exit the slit. For two slits a interference pattern with one intensity max-
imum in the middle will occur. For a full grating as mentioned above a
Talbot carpet will occur. Absorption gratings absorb a large fraction of the
incident photon field where a grating minimises these losses. A phase grat-
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ing on the other hand is a diffraction grating where the photon flux is not
reduced much. The diffraction pattern is created by shifting the phase of
the photons relative to each other by a factor of 7r and causes an interference
pattern through phase shift instead of absorption.

With the same method as for the double slit the maxima and minima for the
Talbot pattern can be calculated. If A represents the path difference between
two slits in the grating, we get (for a far away screen, e. g. f small)

n for maxima

A:d~sin9:{ (1.6)

“A
n+1)-A for minima

with n € Z. The pattern repeats at the Talbot length L0 = % for A <«
d [16].

As the information of the Talbot pattern is not directly measurable for x-
rays, the analyser grating g2 is used to probe the interference pattern at the
detector. The information can then be assessed by moving g0 or g2 and
measuring the periodic intensity curve.

By the superposition of two periodic patterns (Talbot carpet and g2) the
Moiré effect can help resolve the signal. The Moiré effect occurs when two
periodic patterns are superposed resulting in measurable intensity shifts
often much larger than any of the two periodicities. This magnifying effect
allows to measure shifts smaller than the analyser grating pitch or even
detector pixel size [17]. Making use of the Moiré effect is not a necessity. If
the detector pixel would be small enough or the analyser grating had the
same periodicity as the Talbot pattern, there would not be a Moiré pattern
and the detector could still measure the intensity shift.

Figure 1.1 explains how it is possible to measure interference effects with a
incoherent source and how to detect it. The goal of imaging is to measure as
many photons as possible to reduce imaging time and get enough statistics
on the measured intensity curve which will be described in section 1.3.3.
Since g0 needs to block light to be able to create spatially coherent sources,
the grating has to be an absorption grating. However, gl is illuminated by
many single coherent sources and therefore only has to create diffraction
which can also be done with a phase grating instead, where the phase of the
photons gets shifted instead of absorbed. This reduces absorption further
and allows for more statistics. G2 on the other hand has to be an absorption
grating to probe the Talbot carpet.
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Figure 1.1: The schematic shows the effect of the different gratings on the
photon field. The first grating g0 produces for each slit a for itself spatially
coherent source which can produce an interference pattern after the second
gl. The resulting pattern of a single slit is a Talbot carpet and by choosing
the right g0 and gl pitches, the Talbot patterns of the single slits overlay
constructively without the necessity to interfere with each other. The pattern
can then be probed by a third grating at a Talbot distance by moving the first
or third grating. If a sample is placed before or behind the second grating,
the Talbot pattern at the third grating and therefore the signal at the detector
will change.

1.3.3 Differential Phase Contrast Parameters

The information from the Moiré pattern can then be transformed to attenu-
ation, phase and dark field signal. To do so the measured intensity curve of
each pixel has to be fit to a cosine as it is visualised in fig. 1.2.

The mathematical model is then:

I(x) = Ip(u)(0.5 - visibility - cos (x + phase) + 0.5). (1.7)

In this equation x represents the analyser grating position in terms of the
Moiré pattern, Io(u) is the amplitude (times two) or absorption, visibility
is the signal strength of the Moiré pattern and the phase represents the
refraction induced by a sample (Note: as discussed later these values have
to be corrected with the flat-field to obtain the measurements).
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Figure 1.2: The parameters absorption, phase and visibility are shown
schematically. The absorption represents the mean photon count over vari-
ous phase steps by the analysing grating. The phase represents the phase
offset to zero and the visibility is the difference between the highest and
lowest point of the curve or strength of the DPC signal.

1.4 Computed Tomography

The goal of measuring projections at many angles is to reconstruct a 3D
image out of all the projections. The underlying mathematical principle was
found by Radon [18]. The principles described in the next two subsections
loosely follow the introduction of the book “Medical Imaging Systems” [15].

1.4.1 Radon Transform

Radon realised that for every two dimensional shape or function, there exists
a unique representation that can be obtained by straight line integrals. To
ensure uniqueness of all line integrals polar coordinates can be used:

p(0,s) = //_o:o f(x,y)0(xcosf +ysin(0) — s)dxdy (1.8)

where f(x,y) is the function of the object, 6 is the angle to the x-axis of the
perpendicular direction to the line integral and s defines the distance of the
straight line integral to a parallel line through the origin. A sketch of this
equation can be seen in figure 1.3.
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>
>

6
6

> X

Figure 1.3: Sketch of the Radon transform. With the chosen parameters 6
and s = x cos(6) +y sin(0) all the possible lines in the 2D space are uniquely
defined with the value range of § € [0,77] and s € [—o0, +00].

For a fixed 6, py(s) represents the projection of the object function f(x,y). If
all the projections at all angles are taken, the resulting plot is a sinogram as
it can be seen in figure 1.4.

@&

360°

Pols)

(b) If py(s) is plotted over 6 the result-
(a) A sketch of how the parameters of ing plot will be a so called sinogram.
figurel.3 define a projection.

Figure 1.4: If the projection py(s) in the right image is taken for all angles
the resulting sinogram includes all information of the Radon transform and
therefore the object function f(x,y). On the right image the sinogram is
plotted over the full period. For this instance of a homogeneously linear
projection, the full Radon transform is already given by 6 € [0, ]. The
transform can be adjusted to not be homogeneous but conical where the
sinogram periodicity is then in general 277 instead of 7.
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The Radon transformation will therefore turn each line integral into a single
value for each s and 6 and changes the object function to a sinogram. The
objective of computer tomography is to apply the inverse Radon transforma-
tion and recover the object function by measuring the integral lines for all
s and 6 which means for absorption-based x-ray imaging measuring the at-
tenuation. The principle also works for phase contrast. The refractive index
of the object will change the photon phase along the propagation direction
and thus also represents a line integral of the refractive index along the path
(instead of attenuation).

1.4.2 Fourier Slice Theorem

Going from the projection back to the object function or vice versa is the
principle of the Fourier slice theorem. It states that a projection of a two
dimensional function is the equivalent as doing a Fourier transform and
slicing it through the origin (for the Radon transform at the angle 6).

With

F(u,0) = f(x,y)
P(Z,68) = Pa(s) 19

where " denotes the Fourier transform of a function the equality can be re-
covered through:

P(¢,0) = fj;o po(s)e 275 ds
ML I S P y)o(ecos 6+ y sing —)dudy e 2ds

_ f fjc::’ f(x,y)672m'(xc059+ysin9)§dxdy
and with variable substitution # = ¢ cosf and v = ¢ sin6

P(E0) = [ [12 f(x,y)e 2mitutv)dxdy

it follows

P(¢,0) = F(gcosB,&sind) = Fyoer (8, 0). (1.10)

10
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1.4.3 Cone-Beam Geometry

The Radon transform can also be utilized when the chosen geometry does
not consist of straight parallel lines but a conical line arrangement. To sim-
plify the transformation the conical center can be fixed on the line through
the origin. Therefore the line shape will be mirrored on this axis. The geo-
metrical configuration is shown in figure 1.5.

For imaging only the space which fully includes the object function f(x,y)
is important and the geometry can be reduced to only the conical region of
interest. Therefore, if a cone-beam x-ray tube is used instead of a photon
field with a singular wave vector, the computed tomography is still possible,
but the phase-space of § now has a periodicity of 27t instead of 7. If the
imaging is done in 2D (e. g. with a 2D projection image instead of a 1D
line) the stacking of the vertical axis needs to be done at the height where
all data is available, which is not necessarily the same as the pixel height of
the detector.

?A .
NS

3
,Q%\-

Figure 1.5: Sketch of the Radon transform in a conical configuration. Each
point in space is still uniquely defined by line integrals except for the point
where all lines meet.
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1.5 Aim of Thesis

The experiments and data analysis contained in this thesis were performed
with the aim to optimise the data quality and acquisition time. Starting point
was a pre-existing wide-field-of-view grating interferometry setup with to-
mography protocols. In these data, artefacts were known to be present and
needed to be removed. To improve the understanding of the system a data
analysis was performed and simulation was used to reproduce existing fea-
tures in the data. These insights were the starting point to optimise the data
quality by improvement of the data acquisition script. To improve the acqui-
sition script further the option of performing measurements while moving
a grating has been examined.



Chapter 2

Materials and Methods

This chapter will introduce the hardware aspect of imaging, the data acqui-
sition script, the flat-field correction and some tomography results from the
start of the thesis.

2.1 Gantry

Fixed absorption grating
g2

Fixed phase grating

gl
Movable absorption

grating
&
Source
|

Cone beam Detector

Figure 2.1: A schematic image of the gantry system used for this thesis. It
consists of a source with a cone beam, three gratings g0, gl and g2, where g0
is moved to obtain the phase information, an object holder which can rotate
and move up and down to perform tomographies, as well as a detector. In
the actual system the gratings and the detector are curved in the horizontal
plane to be perpendicular to the cone beam.

A gantry is defined as a supportive metal frame that can hold equipment.
In medical imaging devices it is referred to the part that holds the radiation
source and detector with the imaging area in between.

13
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As figure 2.1 illustrates, the system is a wide field of view cone beam grating
interferometer where the whole sample cross section is scanned at once (to
avoid inconsistencies and difficult image analysis). The x-ray source used
throughout the thesis is a Comet MXR-225HP /11 x-ray tube. It has a focal
spot size of 1 or 0.4 mm? and its conical photon field fully covering the sen-
sitive area of the detector.

The grating periods, thickness and dimensions are listed in table 2.1.

gratings absoption | phase | absorption

type I (0) (g1) | type IT (g2)

period [um] 4.8 6.47 9.92

gold heigth [pm] 150 9.2 150

duty cycle 0.5 0.5 0.5
dimensions (L x W) [mm x mm] 45x10 | 80 x 17 80 x 40

Table 2.1: Parameters of the different grating types used for the gantry sys-
tem.

The gratings were manufactured by the company micro works with the LIGA
process. The absorption gratings g0 and g2 are made of gold on a graphite
substrate and the phase grating gl is gold on a silicon substrate. The grat-
ings were bent along the vertical axis after fabrication to allow the conically
emitted photons to hit the gratings as perpendicular as possible. GO is a
single grating piece of the type I absorption grating. The full phase grating
gl consists of two phase gratings which meet in the middle of the field of
view. For the grating g2, 4 of the type II absorption gratings were used,
where the panel two and three meet again in the middle of the field of
view. The geometrical layout of the grating plates is also sketched in fig-
ure 2.1. Since moving g2 would be challenging to do accurately for such a
large and heavy grating with its frame, the smallest and single panel grat-
ing g0 is moved instead to get access to the phase information as it is noted
in figure 2.1. GO is moved by a N-472 piezoelectric-motor of the company
"Physik Instrumente” with a accuracy in the order of 50 nanometres (which
is far below the step sizes used for g0, which are in the order of 0.8 ym).
The sample holder is positioned behind g1 as sketched in figure 2.1 and con-
sists of a container contraption for the sample, a motor to rotate the sample
and a vertical motor to move the sample with the container in and out of
the photon beam. Behind g2 is the photon counting detector XC-Thor by
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the company “XCounter”. The detector is a direct-conversion single photon-
counting device with Cadmium Telluride as the active medium. This allows
to keep the dose distribution to patients as low as possible. The detector has
256 x 3072 pixels with 100 ym side length and its wide field of view allows
measurements of whole sample slices at once. It can take images with low
frame rates and go up to several hundred Hertz. The detector is a dual en-
ergy photon counter and by changing the energy threshold of the detector
the energy range of the counted photons can be adjusted. With this feature
absorption edges can be measured.

Compared to absorption based tomography systems, differential phase con-
trast imaging requires gratings which are difficult to produce and directly
limit the quality of the image. Since x-ray optics need to be able to interact
with the photons to influence them, the gratings need to be thick enough
to do so, while the pitch also needs to be small enough to diffract them.
This combination makes the gratings difficult to produce. A lot of work is
done in the field of grating fabrication [19] and with improved gratings the
DPC systems will improve in data quality while absorption based imaging
stagnates in development due to the underlying physical process used.

2.2 Measurements

As described in section 2.1 the systems parameter space which can be con-
trolled for image acquisition consists of the source, the g0 positioning, the
sample holder motors and the detector variables.

For the measurements the source is operated with a focal spot size of 0.4 mm?
to maximise the spatial coherence behind g0. The spot size influences the
photon statistics by limiting the current in the filament of the x-ray tube. To
reach high enough photon counts the tube is operated with 70 kVp at 10 mA
which was not changed throughout the thesis.

The g0 grating is controlled by a piezo motor and has a precision in the order
of fifty nanometres. It can be moved at any point during a measurement. For
all the tomographies contained in this thesis, the g0 was not moving while
measuring. The impact of moving the piezo during image acquisition was
then explored in section 7. For the phase step measurements there were
usually 5 equidistant positions of g0 used in one phase period.

The sample holder position defines the magnification factor as well as the ro-
tation center. The sample holder is composed of a vertical motor and one for
rotation. The total volume that can be imaged is (7t x (radiusofcontainer)? x

23cm?®). For tomographies the acquisition procedure is to measure the vol-
ume in vertical, overlapping vertical positions and obtain all relevant phase
information for all angles (mostly 600 to 1000 equidistant angles). This is
accomplished by rotating the sample continuously at a speed synchronised

15
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with the detector frame rate to obtain all angles (for most measurements
the sample was rotated at one rotation per minute). These slices were then
stitched together in data analysis to obtain the full volume.

The variables controlled by the acquisition script are the piezo position at
all times, the rotation speed and height of the sample holder as well as
the frame rate and energy threshold for the detector. In addition the tube
acceleration voltage can be changed manually. The detector is able to have
frame rates up to multiple hundreds of Hz. Lower frame rates need to be
realized by summing over images as the counting variable limit of a pixel
is limited. Due to the direct detection it is possible to use dynamic energy
ranges controlled by software and is therefore also able to detect absorption
edges of elements. The energy threshold for all measurements mentioned
in this thesis was set to be all photons at 25 keV.

Flat measurement
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Figure 2.2: The image shows the parameter values over time to acquire a flat-
field measurement. The total exposure time of the flat-field measurement
is 10 seconds. The colors on the image refer to the detector and the x-ray
source is always turned on. The green color means that the detector is taking
images. Yellow refers to the detector not taking images. Therefore from the
colors it is directly visible that the flat measurement utilizes only 6 of the 10
seconds of the exposure. The four seconds where no images are taken come
from the phase steps. To ensure that g0 has reached its destination, for each
phase step a waiting time of one second was implemented.

Tomographies were performed by measuring the volume in vertical seg-
ments and for each segment all angular data was acquired with all phase
information directly (no helical scan). The frame rate for the measurement
was 10 Hz without frame summing at a rotation speed of one revolution
per minute (RPM). This results in images at 600 different angles. The sam-
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ple was rotated continuously and the g0 grating was only moved while no
images were taken. The phase information was gathered by measuring the
sample at five equidistant phase locations of one period of g0 resulting in a
total exposure of five minutes per measured slice as sketched in figure 2.3.

Tomography aquisition model
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Figure 2.3: The image shows the parameter utilization to acquire all neces-
sary information to reconstruct the tomography of a single vertical segment.
The image has three rows for each motor used in the tomography. On the
top row the rotation motor movement is shown, in the middle row the ver-
tical motor and on the bottom the piezo movement. The x-ray source is
always turned on. The color blue refers to a flat measurement introduced
in figure 2.2, green refers, as for the flat acquisition, to the detector taking
images while yellow refers to times at which the detector is not taking im-
ages. Therefore at first of the tomography segment a flat is taken, then the
sample is moved into position and the sample starts while the x-ray source
is turned on and the detector starts taking images at a frame rate of 10 Hz.
This results in 600 projections over the angle of 277. Then a phase step is per-
formed while the sample keeps turning. At the same time the x-ray source
is disarmed and the the detector stops taking images. This is due to the
waiting time for the piezo, the script rotates the sample back to the first an-
gle and continues the measurement there. This continues for all five phase
steps. Afterwards, the sample is moved out of the field of view and another
flat is measured. This script can be stacked to obtain 3D volumes larger than
the detector height.

In between each segment usually two reference images (which are called flat-
field images from now on) were taken before and after the measurement of
the sample with a exposure of 10 seconds as sketched in figure 2.2.

The acquisition protocol for tomographies shown from here on will follow
the described pattern described in figure 2.3 if not explicitly stated other-
wise.
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2.3 Flat-Field Correction

To obtain the signal induced by the sample, the measurements need to be
compared to measurements without a sample in the beam. This is called the
flat-field correction. By doing so the intrinsic imperfections of the system by
the source field, the gratings and the detector can be extracted from the data
at the same time. A flat is in the context of this thesis defined as the image
parameters of intensity, phase and visibility obtained by analysing the data
obtained from a phase stepping measurement without a sample in the beam
path. Each data channel can then be corrected separately. As discussed
in section 1.3.2 the absorption is the attenuation similar to classical X-ray
imaging. As the attenuation is an exponential process, the correct for the
flat-field the correct absorption A is obtained by

APlut )
=—1lo . 2.1
V & <AData ( )
The phase ¢:
@ = @PData — PFlat- (2.2)

When cyclic values are added or subtracted to and from each other this can
lead to wrapping around the 0-271 range. Therefore the phase needs to be
corrected for shifts outside of [0,277).

The visibility x can be used to obtain the dark field A channel by the same
formula as for the attenuation:

A= —log (X”‘” ) . 2.3)

XData

With these three equations each pixel of the image can then be corrected
for the flat-field. Each projection now shows the sample in the different
channels. To go from the single projections to the 3D volume a reconstruc-
tion has to be performed. The principle of this process was introduced in
section 1.4. The ASTRA package [20, 21] was used for reconstruction. the
correct geometrical parameters (cone-beam, distance source-rotation centre,
distance rotation centre-detector, angles and detector pixel geometry) where
a Hilbert filter [22] was applied to the phase channel before reconstruction.

2.4 Initial Situation

In this section measurement results of the system will be introduced as they
were at the beginning of the thesis. They serve as a reference to the results



2.5. Outlook

of the thesis. In order to do so the reconstructed absorption and phase
images of three different samples are shown for comparison. These samples
consisted of a pig neck, a goat sausage and a human breast which was
preserved. These samples are shown in figures 2.4, 2.5 and 2.6.

The phase images of the samples had a Hilbert filter applied to them before
reconstruction. The Hilbert filter has a integrating nature and is an all-pass
filter which means noise at all frequency are visible in the reconstruction.
Absorption on the other hand has mostly high frequency noise. By rescal-
ing images to smaller sizes, this serves as a low-pass filter which improves
perceived the image quality. However, it is important to note that these ab-
sorption images are qualitatively worse than images from systems designed
to do absorption imaging only as there are no gratings in between the source
and detector to decrease the statistics.

These images were taken as described in section 2.2 and flat-field corrected
according to section 2.3.

2.5 Outlook

The pig neck and breast images have a strong feature at the rotation axis. For
absorption, this feature is contained only to the close region of the rotation
center. The absorption images also show ring-like artefacts in the case that
the sample extends through the rotation centre. For the phase images the
artefact is centred at the rotation centre but also extends quite far into the
image for some regions. For some slices the artefact gets stronger from top
to the bottom resulting in almost triangular shapes which are particularly
well visible in the side view of the pig neck and the human breast sample.
The sausage images do not feature strong artefacts as the other two samples
do but is also does not extend through the rotation centre.

These artefacts are very dominant in the central region of the image and the
cause of it will be investigated in the following chapters by data analysis
and simulation.
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Pig neck sample

absorption phase

Top view

Side view

Figure 2.4: Results of a tomography scan of the shown pig neck sample. On
the left side the absorption channel is shown while on the right hand side
the phase channel is shown, in top and side view.
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Goat sausage sample

absorption phase

Top view

Side view
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Figure 2.5: Results of a tomography scan of the shown goat sausage sample.
On the left side the absorption channel is shown while on the right hand
side the phase channel is shown, in top and side view. 21
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Human breast sample

Side view Iop view

Figure 2.6: Results of a tomography scan of the shown human breast sample.
On the left side the absorption channel is shown while on the right hand side
the phase channel is shown, in top and side view.



Chapter 3

Phase Drift

The flat-field correction, as introduced in section 2.3, assumes that the flat-
field is static. Since it is only possible to either measure a sample or the
flat-field, this approach assumes a sufficiently static flat-field. The arising
issue is that the flat-field correction is with the equations 2.1, 2.2 and 2.3
inaccurate. To investigate the temporal behaviour the flat-field can be mea-
sured at different times and then subtracted from each other to obtain the
temporal change of the parameters as shown in fig. 3.1.

N
=}
S

-
o
S

@
o
c o
g g
(0 o
g S
e £

0 c £
5 S
=] w
S I
2 ©
S <
@ a
a8
]

i i |
0 5000 10000 5000 10000

Figure 3.1: A comparison between two flats taken half an hour from each
other in absorption on the left-hand side and the phase on the right-hand
side. As the image shows the flat changes considerably over time and a
static flat correction would lead to large errors. The difference of the two
flats shows obvious regions which resemble the gratings perfectly. The large
difference has the spatial resemblence of the phase grating while each half
is again split into two matching the analyser g2 gratings. It can be seen
that different parts of the detector seem to drift differently where the drift is
almost homogeneous over the single grating regions.

For a random phase drift for each pixel (uncorrelated), the expected phase
map of the difference of two flats should result in a Gaussian value distribu-
tion on the histogram. Figure 3.1 has the interesting property that the phase
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drift somehow causes the histogram to bifurcate. The absorption difference
shows on the left side what would be expected, a random deviation from
the mean value at each pixel while the right side the shift is correlated in
a red and black region. Taking a closer look, the data can be split in half
or quarters, coinciding with the areas covered by individual parts of the g2
grating, to see if the distribution of the pixel values resembles a Gaussian
again.
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Figure 3.2: The same phase difference as in figure 3.1 but each side sepa-
rately fitted. On the right side it is obvious that this does not represent a
Gaussian well yet.
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Figure 3.3: The same phase difference as in figure 3.1 but each grating sep-
arately fitted. For each grating a Gaussian fit represents the histogram a lot
better.

This effect occurs for every measurement with varying intensity and direc-
tion of the shift. From this the conclusion can be made that different parts
of the detector drift at different rates. For the following analysis the focus
will be only on the phase channel as it is by far the most sensitive to this
effect and the goal of this work was to enhance..

The purpose of this phase drift analysis is to find a confidence time inter-
val such that flats are only taken when it is necessary and therefore save
acquisition time. Taking a flat requires the sample to be removed out of the
beam and put back to where the tomography is resumed. This can take a
considerable amount of time for large samples.

The phase drift consists of a short time scale variation, which is mostly
random, and uncorrelated and a long scale drift which shifting the mean



value of the phase towards a different value in an almost linear fashion as
can be seen in figure 3.4.
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Figure 3.4: The variability of the flat-field is more or less linear over longer
regions with slope changes along the way, while the short term variability
is chaotic but the overall trend of the long term variability slope. Grating 0
defines the grating plate of g2 to the very left and grating 3 is the one to the
very right.

In figure 3.4a it is visible how often a flat is taken and how much acquisition
time is due to those. Therefore it is of interest to reduce the number of flats
taken. Since the data come from a normal tomography routine described in
section 2.2 a single segment takes nine minutes to measure while the second
and third flat are only taken at around eleven minutes. This around two
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minute difference comes from the time the vertical motor takes to move the
sample out of the beam and back into it again.

It is, however, not possible to get information about the flat-field while per-
forming a tomography measurement and therefore a change in linear slope
can not be detected. To find temporal intervals in which a linear approxima-
tion is suitable, tomography data have been reconstructed by reducing the
number of flats used. This will be the topic of the next section.

3.1 Residue Analysis

—— gaussian quarter 0

—— gaussian quarter 1

—— gaussian quarter 2

—— gaussian quarter 3
2 4 6 8 10 12

number of nodes

—— gaussian quarter 0
—— gaussian quarter 1
—— gaussian quarter 2
——— gaussian quarter 3

400 600 800 1000 1200 1400 1600 1800 2000
time per flat

Figure 3.5: The evolution of the phase mean value for all gratings. On the
top the difference between the original data set and the interpolated one is
plotted against the number of flats used (flats correspond to nodes). On the
bottom the residuals are plotted over flat frequency (total tomography time
divided by amount of flats used).

As flats take a lot of time to be obtained during a tomography the goal was
to find a time scale for which the flat can be approximated to be linear. For
that purpose a residue analysis was done. This means for a tomography
measurement first the flats were compared by systematically leaving out
flats and interpolating between the ones that are left over. The interpolation
was then compared to the full dataset and the error to it was calculated.
Afterwards the tomography was flat-field corrected by these flat configura-
tions to see how the residue translates to reconstruction quality. This should
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then tell what equidistant time intervals can be described as a piece-wise
linear function.

For the analysis the time intervals of the tomography needed to be split up.
The first interval would be the first and last flat with linear interpolation
between them. Then, in the next step, the flat which was closest to the math-
ematical middle of the interval was picked and the linear interpolation was
done between the first and second and the second and third picked flats.
This pattern was continued until all flats were used. The results were then
fitted by piece-wise linear functions and compared to the original data anal-
ysis, which used every flat.

Figure 3.6: Reconstruction of the pig neck sample with different flat con-
figurations. Columns correspond to the same analysis, where the top row
images are the top views, the middle row images are the side views and
on the bottom are the average values of the DPC projections for the areas
correponding to the four parts of the g2 grating. as well as the used flats
with the interpolation between them (in yellow). A vertical line indicates
from which measurement cycle the top view image is taken.
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We define a node to be a flat which was closest to a interval point and serves
as a intermediate point for the linear interpolation. The flats were not dis-
tributed evenly over time since there were always two flats done at once in
between the slices. In figure 3.5 the strongest decline in error happens for
the change from two to three nodes (mostly due to the right half of the de-
tector), while from there on the residuum slowly decreases. Changing the
node axis to time per flat shows that the residuum has a plateau from 600
to 1300 seconds (10-22 minutes).

To match the residuals to data quality, the flat-field curve for each residual
was used to correct the tomography. The flat residue analysis and recon-
struction agree that going from two flats to three has the biggest impact on
the error as well on the reconstruction. What is surprising is that afterwards
the reconstruction does not get better by using more flats but worse. The
rotation center artefact gets brighter again for more nodes as it can be seen
in figure 3.6. The two-node case indicates that much time can be spared by
taking the flat measurement less often with little impact on the data quality.
The three-node case shows a definite improvement at a little time cost (2
minutes).

3.2 ldeal Flat Correction

The results from figure 3.6 do not match the assumption that this method
would result in more artefacts the less flats are used. They enhanced the re-
constructed image which was not expected at all. There are several possible
explanations as cutting away very high flat values (on the right two graphs
in figure 3.4a) might help the flat-field correction to account for the long
term drift while not picking up on the short term variability. This supports
the claim of the existence of a chaotic and random short term variability
or a slight displacement of the sample during the measurement induced by
the movement of the sample holder as well as a correctable long term linear
slope. Therefore, the short term variability might influence the measure-
ments in an accessible way. To put this knowledge better to use the flat-field
correction algorithm had been adapted to linearly interpolate between the
flats instead of using only the mean value of the two. To improve this cor-
rection in section 5 a different flat correction function will be introduced.

In order to deepen the understanding and to find proof of those claims a
simulation of the data acquisition should bring insight of what caused the
bright spot in 3.4a to almost vanish and ideally remove this artefact as a
whole.



Chapter 4

Simulation

The goal of the simulation is to find the origin of the artefacts visible in
the reconstruction. If an artefact can be reproduced and controlled by a
parameter this will help to understand the underlying cause and find a
solution to correct it in the real data.

4.1 Model

For the simulation of the data the Python packages ASTRA [20, 21] and
TomoPy [23, 24] were used. The source, the phantom, as well as the recon-
struction, were based on functions from these libraries with the geometry
adjusted to represent the GI-BCT system. The simulation consists of three
major parts: the phantom modelling, the tomography simulation and the
signal analysis. Simulation of tomographic imaging of a phantom yields
sinograms of the absorption and refraction, which serve as the reference so-
lution. Then, to ensure the results look similar to real data and possibly even
containing some intrinsic properties of the gantry system itself, a time series
of real flat-field measurements are loaded and interpolated in between to
obtain a temporal change of the background that resembles features found
in section 3.

The underlying model which is used to calculate the phase curve was intro-
duced in equation 1.7.

4.1.1 Phantom

For the simulation the SheppLogan3D phantom was loaded with the ASTRA
package in a size such that most of the interesting features of the phantom
would fit in the wide but slim virtual detector (which was chosen to match
the size of the real detector of 25x300 mm) without the need to stitch together
multiple measurements on the vertical axis. The size was then fixed to 256
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voxels divided by the binning. The top and side view of the phantom is
shown in figure 4.1.

50 100 150

(b) Side view of phantom.
(a) Top view of phantom.

Figure 4.1: Ground truth for the Shepplogan3D phantom.

4.1.2 Attenuation and Refraction

(b) Sinogram of the refraction.
(a) Sinogram of the attenuation.

Figure 4.2: The physical properties of the phantom imaged from all angles.
The attenuation sinogram defines how much of the input will be decreased
while the refraction will define how much the input is refracted by the phan-
tom for every angle and pixel.

The sinograms of the phantom were obtained with the ASTRA toolbox and
were then used as values for attenuation (by using the Beer Lambert law
described in section 1.2) and the refraction, which was calculated as the
horizontal derivative. The obtained sinograms for attenuation and refraction
can be seen in figure 4.2 and are created with 600 angles per rotation, which
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was the same angular distribution used for tomographies up to this point in
time.

4.1.3 Flats

Flats are necessary to obtain the change of the signal out of the measured
sample data. A flat includes the combined effect of the inhomogeneity of
the source and the gratings themselves, as well as the interferometric Moiré
fringe. It can be used in the simulation to obtain similar results with ide-
alised circumstances and full control over all other system properties. This
should enable the results to look similar to the real data, but with the ability
to systematically control the parameters which are not accessible in reality. If
flats are used just as a background image, it can be corrected perfectly with
a flat-field correction. The correction does not cause any artefacts, which
shows that using a real data flat as an illumination does work as intended
without unwanted effects. Even using different flats for correction can be
corrected by the difference of these two flats as one would expect. If it is
assumed that the flat is not known which is true for reality, the image can
still be corrected as it is a static linear problem.

4.1.4 Temporal Evolution

To simulate a phase drift the inclusion of real flats allows to use a realistic
phase drift (even though it will be linearly interpolated) instead of an arti-
ficial one. It is not yet fully understood what causes the drift nor how it
should behave. The only assumption put in place is that flats have a linear
change on large scales, as it was indicated by data in section 3.1. Therefore,
the flats have been interpolated linearly and its parameters are then plugged
into the phase stepping model for the simulation. The speed of temporal
change is defined by how many points between flats are interpolated (e. g.
plugged into the model to calculate the projections with).

To simulate a tomography a total of 3000 points are needed as we have
defined the number of angles to be 600 and the amount of phase steps used
is five. As for a tomography all angles are measured for a single phase step
before moving on, the drift will impact one measurement as it would for a
tomography (the drift amount is defined by the interpolation).

The flat-field correction can then be done in different ways. To ensure in-
ternal consistency of the technique, when correcting with the interpolated
background flats, the results should become artefact free. The used correc-
tion for the following results is chosen to be done the same way as it was for
the original data (using the mean of the flats before and after).

The results of those temporal simulations can be found in figures 4.3 and
4.5.
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Dynamic phase map simulation results
absorption phase
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Figure 4.3: The results of the dynamic phase map simulation of a tomog-
raphy. The absorption image looks like a perfect reconstruction while the
phase image has ring like artefacts as well as random shifts on the rotation
center.
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The figures in figure 4.3 show that the phase reconstruction is more sensitive
to deviations than the absorption channel. This is to be expected since these
fluctuations from the correction will be logarithmically suppressed while
the phase has a linear dependency causing errors or shifts to have a lot of
impact. The horizontal slice of the phase contrast has ring artefacts, which
the absorption does not have and in the side view the rotation centre of the
phase image exhibits small bright and dark error regions, which come from
the imperfect flat correction. Therefore, having a uncorrected phase drift in
the tomography should not cause a bright spot but a rotation center with a
lot of value fluctuations. The ring artefacts are located at points where the
sinogram of that slice has vertical artefacts over the whole angle range of
which some can be seen on the phase sinogram on the top right in figure
4.3 but these shifts are in general to small to see by eye. For real data these
vertical artefacts on the sinograms are more pronounced as visible on figure
4.4.

Figure 4.4: Sinogram of a measurement with vertical artefacts visible by eye.

This acquisition scheme can be inverted to a different but similar procedure,
where for each angle all phase steps are measured before moving to the
next angle. The results to this simulation look similar at first, but are al-
most artefact free for the phase when performing a interpolated correction
where this does not work for the case of the normal acquisition (see figure
4.5). Also, when using more and more of the flats to correct the data with,
the case of the immediate phase measurement benefits the data where the
other does not in the same manner. An additional advantage of the inverted
acquisition scheme is that the flat-field correction can be applied on a linear
interpolation between the two flats from before and after the tomography
and be corrected at many points in time, while the original one has to be
corrected with the mean value as the signal retrieval algorithm does only al-
low a single phase map to be used for correction for all 5 phase steps. Since
these phase steps are temporally far away from each other this correction
will be limited by the phase drift between these images where the inverted
scheme does not have that. The better performance by the correction comes
partially from the linear flat interpolation between the real flats which was
expected to work better with this different acquisition method. It indicates,
however, that the measurement benefits from a short acquisition time as the
drift between the single measurements for one angle decreases and results
in a smaller error for the signal retrieval.
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One flat
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Figure 4.5: Comparison in flat correctability between the acquisition routine
measuring every angle before doing a phase step (“original”) and the ”in-
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verted” routine where all phase information is collected before moving to
the next angle. The correction “every fifth flat” means that instead of using

the average of the flat before and after the measurement, every fifth flat from
the interpolated series is used to correct the drift directly.
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4.1.5 Period Mismatch

Period mismatch simulation
absorption phase
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Figure 4.6: The results of a period mismatch simulation. For the channel
already in the sinogram a phase difference between the left and right side
of the image is visible which is not the case for the simulations before. The
ring like artefacts have radially a more smooth profile instead of being like
singular circles for the tomography simulation in figure 4.3. On the side
view of the phase a triangular shape as well as a overpowering artefact in
the rotation centre are visible.

differential phase contrast
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For real measurements, the period of the phase curve is not always the very
same when fitted and varies slightly each measurement. To investigate what
effect a phase mismatch can have on the reconstruction, the tomography
has been also performed by measuring a wrong phase range of g0. The
simulated data were then analysed assuming a wrong period. The results of
this simulation can be seen in figure 4.6.

Comparison of data and simulation
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Figure 4.7: The results of a phase mismatch simulation. For the channel
already in the sinogram a phase difference between the left and right side
of the image is visible which is not the case for the simulations before. The
ring like artefacts have radially a more smooth profile instead of being like
singular circles for the tomography simulation in figure 4.3. On the side
view of the phase a triangular shape as well as a overpowering artefact in
the rotation centre are visible.

The sinogram of the phase channel on the top right corner of figure 4.6
shows an interesting feature: it has a non-zero phase as a background and
the value shifts from the left to the right side of the phantom. The recon-
structions do show a central artefact which consists of a central region and a
cone like shadow with the tip at the bottom. This type of artefact can indeed
be found in real data reconstruction, indicating that a phase mismatch must
be present. The period had been remeasured. It turned out that indeed
the period was off and it needed to be adjusted from 0.003474 mm to about
0.00408 mm which is 15 percent larger (almost the same mismatch as in the
simulation).
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4.2 Improvements

The results of the simulation were able to connect artefact to cause which
could be corrected for the real data. First, the simulation gives no evidence
that the bright spot is caused by a linear phase drift and can therefore not be
corrected at this point in time if it stems from the short term variability. The
second claim from the simulation is that the phase curve acquisition should
be done as quickly as possible since the signal retrieval and flat correction
benefit from shorter times between the phase measurements of the same
projection angle. The third important realisation was that the system was
tuned to a wrong period which caused central artefacts.

The data acquisition and analysis will be adjusted to these insights in the
following chapters by changing the signal retrieval to enable any correction
to take place directly in this algorithm (in section 5). With this change the
signal retrieval would be able to correct phase drifts in a single phase step
measurement if it is provided with good phase drift parameters. Good pa-
rameters are hard to predict but one possible option is to use the pixels to the
side of the sample to give an estimate on the parameter drift on the whole
image. To do so the phase stepping routine would need to be changed into
a constant movement, which has not been explored to this point. To gain an
additional parameter for the image acquisition this idea will be investigated
in chapter 7.

The tomography acquisition procedure will be adjusted to use less overall
time in chapter 6 to check if this insight holds for real measurements as well.
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Chapter 5

Signal Retrieval

This chapter will focus on improving the data quality by combining sig-
nal retrieval and flat-field correction. In chapter 3, the temporal variability
shown in figure 3.4 was introduced. Flat correction for the phase channel to
this point was the subtraction of a single phase map. If a linear drift causes
artefacts in the reconstruction, this method will correct them through inter-
polation. It can in general correct for any drift for every single pixel. Often
this information is unknown and some form of model or interpolation has
to be used.

Intensity
|

0 n 2n

Phase steps
Figure 5.1: Two phase stepping curves. The difference between the two is a
linear phase shift of the form ¢ = (1 + )¢ where a is a scalar and ¢ is the
position of the piezo. Therefore, curves sin (¢) with different scalars a will
result in a sine with a different period.
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If a linear phase drift is present in the data the measured curve for a single
pixel and a single angle would look like a sine with a different periodicity,
as it is shown in figure 5.1. Therefore, correcting a linear drift by just adapt-
ing the period the absorption and visibility would be correct. The phase
value would shift over the angles as the starting point in figure 5.1 would
move due to a uncorrected phase change which in turn changes the phase
parameter of the data.

Up to this point signal retrieval was done by fast Fourier transform, where
the coefficients were used to calculate the absorption, phase and visibility.
The same result can also be obtained with a least square fit of the linear
matrix equation of the type X x M = Y, where Y are the measured data,
X is the matrix of parameters to fit and M will be the amplitudes of the
parameters of X. One parametrisation for this problem can be chosen as:

[sin(@g) cos(gg) 17 Py Py .. Pyt
sin(¢1) cos(¢1) 1 - -1 p) Pl .. P
sin(¢2) cos(gz) 1 o 1 7 Tl (P PPyt 5.1)
sin(gs3) cos(gz) 1 L A - N e
sin( 1 ot o % 31 C

¢1) cos(@4) P} P; .. Pj

In this equation ' corresponds to the absorption, x' and y' are the fitting
parameters of the periodic part of the phase stepping curve. By fitting then:

P]? =7l + x'sin () + v cos (¢j) Vjel0,1,.. k—1],

for k phase steps where the upper index stands for the pixels P’ (the 2D pro-
jections are transformed into a long row) and the lower for the phase steps.
Therefore each set of x/, yi, i will describe the a curve like equation 1.7. The
parameters can then be recovered as shown in equation 5.2 where A is the
absorption, ¢ the phase and ) the visibility.

AN =7
i

) (5.2)

K=y

The full matrix equation X x M = Y has then the form shown in equation
5.1 and can fit the whole image at once with a single least square fit. This
equation uses the same matrix X for all data of a single slice. To adapt this

=

¢' = arctan (

=



to have for each single pixel of each projection a separate correction, the
dimensions of the matrices will increase to large block diagonal matrices as
it is shown in figure 5.2.

3 n n 3xn n n

(] x

Figure 5.2: Dimension change of the matrix equation X x M = Y where n is
the number of pixels and k the number of phase steps.

The left-hand side of this equation consists of sparse matrices, causing a
lot of unnecessary operations in a least square fit. This results in an un-
reasonable computation time as python can not parallelise this operation
automatically. For this purpose the programming language julia was used
to do the calculation pixel-wise. This way also the memory usage of the
computer can be reduced. This equation has instead of k (k phase steps)
now k - n (n is the number of pixels of the detector) initial parameters per
signal retrieved projection, as each pixel has its own drift correction. Even
though this process can use multiple CPU cores it is still by at least a factor
three slower than the straight linear fit for six cores instead of one.

Results of this technique can be seen in figure 5.3. They show the compar-
ison of the signal retrieval with and without period correction and linear
phase drift interpolation between the flats (only for the new signal retrieval).
From the figure it is visible that correcting the phase mismatch does reduce
the central bright artefact as well as its surroundings (the cone around the
center in the simulation). The new signal retrieval is even darker and more
uniform in brightness throughout the image. The value range for the new
signal retrieval has to be chosen larger as the signal sinograms feature larger
values for all analyses performed. The period mismatch corrected signal re-
trievals however both show a ring artefact (red arrow in figure 5.3) at the
location of the grating gaps in g2. By correcting the period mismatch there
will quickly appear the patterns found in the simulation (figure 4.6) if the
value is off.
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o
. 0
s 2
5 ¢
-
TS
-
g 9
Yo} -
o— [«]
nQ
=
Z 2
o
.8
o —-—
©
=R
k] o
= g
= .9
§ @
2 Q.
=
g =
o =z
e
S
2
Q
o]
= &
z S
£
o .8
"B
< Q.
=
0
R )
< <
S X
o g 600

Figure 5.3: This figure contains images of the top and side view of the
human breast sample. The left side has the top view and the right side
shows the cross section through the rotation centre. The samples images
from top to bottom seem to brighten up towards the middle which is visible
on the top and side view. On the top view the red arrow points to the
induced ring artefacts by the period correction and new signal retrieval.



5.1. Further Improvements

5.1 Further Improvements

As can be seen on Fig.3.4b a linear interpolation is not a perfect represen-
tation of the phase drift as it has random shifts on small time scales and
behaves piece-wise linearly over long periods of time. The measurement
routine is set up to do phase stepping only every two rotations. The phase
parameter can therefore not be calculated out of the data. For this reason
it is of interest to have the option to monitor the phase drift continuously
during the tomography. To do so the data acquisition routine needs to be
changed such, that the phase stepping is more frequent than only every 47
by continuous g0 movement, maybe even every frame or continuously. With
that it should improve this signal retrieval to account for small scale vari-
ability. The phase factor can be calculated out of the 20 pixel wide edges of
the image and scaled over the whole image by scaling in between the flats.
If this works well it could replace all flats except for one in the beginning
and one at the end and save a lot of acquisition time. This points towards
investigating a continuous g0 movement during measurement which will be
investigated in chapter 7.
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Chapter 6

Adapted Acquisition

The results of section 4.1.4 indicated that decreasing the phase acquisition
time could improve the flat correction and therefore the reconstructed image
quality. This chapter will discuss how the acquisition script was changed
and how the results compare to the measurements of section 2.4 and chap-
ter 5.

6.1 Acquisition Script Changes

To decrease the acquisition time of the phase stepping curve, the measure-
ment was split into multiple measurements of a phase stepping curve of
fewer sampling points. Thereby the whole phase information is acquired in
a shorter amount of time as fewer rotations are needed. In addition the ro-
tation speed of the sample holder was increased to reduce the time it takes
to measure the phase stepping curve even further. The phase stepping of
the script was changed as well to measure and rotate continuously instead
of stopping the rotation, do a phase step and start again afterwards. This
change will cause the projection angles to not be measured at the same
point in time as before since the measurement of each subsequent phase
step starts one rotation and one second later (waiting for the piezo to reach
its commanded position).

The applied changes to the acquisition script are listed below in table 6.1
and the new acquisition scheme is sketched in figure 6.1. Compared to the
former acquisition scheme (see section 2.3), the adapted acquisition script
measures the full phase stepping curve in one minute and two seconds
compared to nine minutes before. Since the adapted script acquires frames
continuously during phase stepping, the total exposure of the adapted ac-
quisition script will be almost 4 minutes shorter than for the former script
(as we wait for one second for the piezo to reach its destination without
a full rotation). In addition the angular resolution increased by reducing
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the angular step-size from 0.6° to 0.36°. Here we define the multiplicity to
be the amount of times the same measurement is performed. These mea-
surements will be signal retrieved together to match the statistics of higher
exposure time measurements and make them comparable. To that end, the
measurement was done with a multiplicity of five.

Adapted aquisition model

Rotation angle [rad]

0

Vertical motor position [mm]
~ s o

o

GO phase position [periods] s

0 1 2 3 4 5 6 7 8
Time [min]

Figure 6.1: A sketch of the acquisition routine of the adapted tomography
script with the mentioned parameters of table 6.1 illustrated. The top row
shows the motion curve of the sample rotation motor. The middle curve
corresponds to the vertical sample motor which puts the sample in and out
of the photon beam and the bottom row shows the g0 movement of the
phase stepping. The x-ray source is always on. The blue regions correspond
to flat measurements, in yellow are regions where no images are acquired
and green illustrates where the detector acquires images. A measurement
of a 12.5 mm-high fragment of the sample will therefore take around nine
minutes (depending on the vertical location of the slice). The exposure time
of the tissue is 5.23 minutes and only five minutes are used as data and 14
seconds is waiting during phase stepping. Therefore the measurement will
take over 15 rotations. Note that the flat measurements also take now 50
seconds each.



6.1. Acquisition Script Changes

Rotations per minute: 1 — 3
Phase steps: 5 — 3
Angles: 600 — 1000
Frame rate: 10Hz — 50Hz
Multiplicity: 1 — 5

Table 6.1: Parameters that were changed from the original acquisition script
to the new one. Multiplicity in this listing refers to the amount of times a
single tomography measurement is done.

Adapted acquisition Former acquisition

Top view

Side view

Figure 6.2: This figure contains images of the top and side views of the
pig neck sample. On the left side are the results acquired with the adapted
script and the right side images show the same results from section 2.4 with
a Gaussian filter applied to it. The side view of the adapted acquisition is
12.5 mm (the vertical span of the field of view) and 75 mm on the right,
which is six stacked measurements. The segment on the bottom left image
is located at the middle of the side view on the right side. Both have a bright
central artefact which is less broad on the adapted acquisition compared to
the former one.

The result of this new acquisition scheme can be seen in figure 6.2.
The new acquisition greatly reduces the artefact in the central part compared
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to the former one. However, both measurements still have a bright artefact
at the rotation centre, where the artefact is more confined to the center for
adapted acquisition as for the former one. The top view of the adapted
acquisition shows a slightly brighter region around the center compared to
the rest of the image similar in size to the spread of the central artefact on
the right images. Even though this region still is brighter than the rest of the
image, the contrast in that region is still good enough to clearly be able to
tell the muscle and the fat apart from each other.



6.2. Improved Signal Retrieval

6.2 Improved Signal Retrieval

In this section the signal retrieval introduced in chapter 5 will be applied to
the data set measured by the new adapted acquisition script from section 6.1
and compared to the results obtained with the separated signal retrieval and
flat correction.

The signal retrieval of this sample was, despite flats with five times more
exposure time, more difficult than for the former data. If the sinogram
is averaged for each column we should get a curve which is approximately
continuous aside from small fluctuations. This is the case for the sinogram of
the signal retrieved data shown in figure 6.2. The combined signal retrieval
and flat correction, however, shows some distinct discontinuities in its curve.
The two curves are shown in figure 6.3.

1000 1200 1400 1600

(a) The sinogram averaged for each

column for the a separated signal re-
trieval and flat-field correction. The
flat-field correction was done by av-
eraging the two flats before and af-
ter the sample measurement. The

(b) The sinogram averaged for each
column for combined signal retrieval
and flat-field correction. The curve
shows one clear discontinuity at the
middle and two not so large shifts
at the marked green columns. These

curve has a continuous behaviour
towards the middle region, despite
some smaller peaks.

columns also coincide with the grat-
ing gaps of gl and g2.

Figure 6.3: The averaged sinogram curves show that the new signal retrieval
has a continuity problem for this sample. Reconstructing the curve on the
right results in strong artefacts and a low contrast. This can be fixed by
shifting each of the four regions separated by the green lines with a constant
shift, forcing it to be continuous. The result of this procedure can be seen in
figure 6.4

The discontinuities in figure 6.3b can be manually corrected by adding a
constant value to each quarter of the image separated by the grating gap
locations on the image. Reconstructing the result of these manual shifts
yields the reconstruction visible in figure 6.4. These images have again a
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good central region compared to figure 6.2 but a ring artefact as it already
appeared in figure 5.3. Since the grating gap regions do not only cause a
shift between but also smaller shifts at its vicinity, the ring artefact is not
removable by constant shifts on each quarter of the image. This procedure
can be automated by matching the average values of the sinograms around
the grating gaps.

Figure 6.4: Reconstruction of the pig neck measurement with the adapted
acquisition script and the combined signal retrieval and flat-field correction.
The top view on the left has a good correction at the center and is almost
artefact free while there is a ring artefact at the outer grating gaps of g2. The
side view shows that central artefact is not only bright but shifts from dark
to bright.

A closer look at the central region is taken in figure 6.5 reveals that the over-
all structures of both methods are the same. The new signal retrieval with
the adapted sinogram, however, has no dominant central artefact. Especially
compared to the old acquisition script the central region is greatly improved
and shows features in the vicinity to the rotation centre. The new acquisi-
tion script also reveals a possible tissue contrast around the central region
which before was covered by the artefact. The contrast is slightly visible on
the top left and even better visible on the bottom left while the absorption
image has no such feature. Within the scope of this work this claim was
not investigated closer and would have to be remeasured or even confirmed
through a biopsy but there has been proof that the phase contrast signal
outperforms the absorption image [25].



6.2. Improved Signal Retrieval

New Signal Retrieval
Old Acquisition Standard

Phase
Phase

Standard
Absorption
Standard

Phase

Figure 6.5: A zoom-in on the central region of the reconstruction of the
adapted acquisition measurement with the two different signal retrieval and
reconstruction methods. In addition an absorption image of the same region
as well as the old acquisition script is shown for comparison. The data were
filtered with a Gaussian filter (sigma of two in y and z direction) before the
reconstruction.
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6.3 Summary

The adapted acquisition model greatly improved the region at the vicinity of
the artefact and reduced the stripe artefacts in the image due to the higher
number of angles. Additionally, the shorter total acquisition time reduces
the amount of time a measurement takes from over eleven to under nine
minutes for a single vertical tomography segment. Small structures like
thin filaments of tissue (see figure 6.5) are better visible on the adapted
acquisition while the tissues are a bit more granular looking compared to the
former acquisition which comes from the statistics reduction per projection
which is higher for the 600 angle case compared to the 1000.

As the simulation showed, the strength of a fast acquisition is an easier
correction if more parameters of the flat-field are known. This leads like
the new signal retrieval to the question if the phase stepping can be done
continuously to have the option to acquire some phase drift information
constantly from the sides of the measurement where no sample is in the
way. This will be investigated in the next chapter 7.



Chapter 7

Continuous G0 Movement

Moving the g0 during measurements has interesting applications, some of
which were mentioned before in the form of constant monitoring the phase
drift on areas without the sample. It can also reduce the exposure and
acquisition time, as there is no need to wait for the g0 movement if it is
moved during the measurement. It opens up new possibilities for the data
acquisition for helical scans.

7.1 Feasibility

piezo movement

3 0.0015

0.0010

0.0005

0.0000

Figure 7.1: The curve of a piezo which is directed to a fixed distance. The
time it takes the piezo to reach its goal of 5/6 of a phase curve period is
around 0.115 seconds.

To be able to measure the phase curve, the phase stepping either needs to
be changed into a continuous movement or fast enough stepping to get a
new phase step position for each projection measured. For the acquisition
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script introduced in section 2.2 it is necessary that g0 can be moved by one
fifth of the period (one period is approximately 4 ym) at a rate of 10 Hz.
If this is possible, the piezo motor can satisfy the requirements. Therefore
as a first step the movement of the piezo motor of g0 was evaluated. The
motor controller has the capability to log its position during a movement,
up to 1024 points, into a data file. This data for a single piezo movement
command is shown in figure 7.1. It was a movement commanded towards
the location 3.8 ym away from its origin. It reached its target at around 0.115
seconds resulting in a velocity of approximately 33 ym per second. This is
more than enough to do one phase step per 0.1 seconds as it would be
required from the acquisition scheme from section 2.2 which requires only
8 um per second (or 0.8 ym in 0.1 seconds as our frame rate is 10 Hz).

Photon counts
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Photon counts

Figure 7.2: The photon counts of three different pixels over time where in
between the g0 was moved for 4 ym in one direction and back again. To
find the correct interval of the movement a sine fit over all possible intervals
was done and the regions with the smallest errors to the actual measure-
ments over all pixels chosen. The turquoise and yellow points show these
regions and fits where turquoise is the forward movement and yellow the
back movement. The measurement was done at a frame rate of 50 Hz and
70 kVp at 10mA.



7.1. Feasibility
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Figure 7.3: In the top row a reference visibility map of a phase stepping mea-
surement is shown. Its histogram is layered on top of the other two visibility
maps in green. On the second row the visibility map is shown to the left
and the corresponding histogram in turquoise. On the bottom row the back
movement visibility map is plotted to the left again with its corresponding
histogram to the right. The measurement was done at a frame rate of 50 Hz,
70 kVp at 10mA and the piezo movement happened over 0.1 second each.
The phase stepping flat has compared to that a 5.5 second longer exposure
time.
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The first test of a measurement with a moving g0 was done by measuring
the flat-field at a rate of 50 Hz. The piezo was moved to a location a period
away from its home position and back again during that time. This is a
possible realisation of a continuous g0 movement. Since the controller only
saves positions, there is no good reference point of when the g0 movement
happens. The movement frames have to be found by error minimisation.
The number of frames for the movement was found by repeating the fol-
lowing error minimization over multiple possible frame-ranges. Fitting one
period of a sine to each interval of those frame-ranges and calculating the
error to the points. By minimising this error we get two regions where the
movement happened as well as the interval length. This can be seen on fig-
ure 7.2 where the optimal interval was 5 frames long. On the three curves,
the fitted region is not always obvious and the region selection is also not
the easiest. The movement is also not clearly defined on the frames as some
of it might happen partially in the frame before and after. To reduce error
sources as well as making the analysis easier the piezo movement script
will later be combined with the image acquisition script. This will allow to
coordinate the piezo movement properly and to prevent a wrong interval
selection which could leads to artefacts.

If the movement interval has been located, these frames can then be signal
retrieved to yield the flat-field parameter maps. The visibility map is related
to the amplitude of the phase stepping curve and shows how much signal
can be measured. They can be seen in figure 7.3 and show that the visibility
map has a similar distribution for the histogram and therefore the signal
strength of the phase curve for two methods is comparable. A similar result
can be obtained from the phase images which are shown in figure 7.4. The
two flats start from a different phase value in the phase stepping curve and
are therefore shifted but otherwise identical except for some phase drift.

Figure 7.4: A comparison of the phase maps for the measurement of the
continuous g0 movement. On the very left is the phase map of the forward
movement, in the middle is the backmovement and on the right a reference
phase flat. The measurement was done at a frame rate of 50 Hz, 70 kVp at
10mA and the piezo movement happened over 0.1 second each. The phase
stepping flat has compared to that a 5.5 second longer exposure time.



7.2. Model

This first test measurement was the only one with truly continuous move-
ment. Since there is no way of changing the speed of the movement and a
single move command can not sustain a full measurement of a tomography
(due to the range of the piezo motor) the operating mode was changed to
a fast phase stepping instead. With this approach there is not a real con-
tinuous movement any more but tomography measurements can be done
by knowing the phase position at each projection measurement. With this
method an ideal phase curve can be planned to make sure the phase curve
is well probed. This will be discussed in the next section.

7.2 Model

In this section the movement pattern which was chosen for the piezo is intro-
duced. For the following applications a fast phase stepping has been chosen
to be the way of moving the piezo motor.

Since the requirement to get a good measurement is dependent on how well
the phase curve can be fitted, the tomography needs to have for every angle
all the phase information to do so properly. Therefore, a pattern which can
yield the correct g0 position for all angles is necessary. One possible pattern
to do this with equidistant phase curve sampling is a “zig-zag” pattern il-
lustrated in 7.5. It allows to have any amplitude for the pattern itself and to
shift the pattern for each rotation by one phase step.

A

frames

phase steps
— ~N w F v o ~

30 a0

Figure 7.5: The zig-zag pattern for nine angles per rotation and five phase
steps.

This pattern keeps the piezo in a safe range, the steps can be adapted arbi-
trarily, the phase parameter can be extracted constantly and it gives phase
steps for each angle in order. The amplitude of this pattern can be changed
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such that it is basically a straight movement with one direction change for
a rotation to have a better phase drift analysis. The continuous movement
will result in a more homogeneous visibility map as the grating will not
only be used at certain points but over many periods, averaging out grating
imperfections.

7.3 Results
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Figure 7.6: The top left image shows the photon count curve of a single
pixel over time. On the top right is the vibration measurement of the system
during this time-span. On the bottom row is to the left the visibility map of
the “zig-zag” movement, in the middle a reference visibility map of a phase
stepping flat-field measurement and on the right is the comparison of the
two histograms. The measurement was done at a frame rate of 10 Hz, 70
kVp at 10 mA and the piezo movement happened at 10 Hz. The "zig-zag”
pattern used 41 virtual angles and a amplitude of the pattern of five phase
steps, each a fifth of the period.

The first measurement with this new ”zig-zag” pattern was a projection
series done at 10 Hz for the detector and the piezo, with five phase steps
per phase stepping curve and the 41 virtual angles. Virtual angles means
that there was only a flat-field measured and no rotation involved but if a
sample was in the beam the number of projections per rotation would have



7.3. Results

been 41. The piezo movement is shown in figure 7.6 and was controlled by
a separate script than the detector and x-ray source. The different “rotation”
pattern motions can be distinguished by eye as the curve changes its periodic
behaviour. By taking points of the corresponding virtual angles the visibility
map can be obtained and compared to a phase stepping flat measurement
on the bottom of figure 7.6.

The visibility map for the movement on the bottom of figure 7.6 has a lower
mean value compared to the reference. The mean value difference in figure
7.3 is equal which can be related to the movement type. For section 7.1
the movement was continuous but now it is a fast stepping which is not
always the most accurate. Some points on the top image of figure 7.6 had
some outliers and the movement is visually recognisable but not perfectly
accurate. The mean value of the visibility ranges from 0.13 to 0.12 depending
on the points that are picked. Here for the first time it is clearly visible
that the piezo motor is not at all suited for a continuous movement but for
alignment. On top of this the data of the vibration sensor can be analysed.
On the top right of the figure 7.6 the frequency spectrum over time is shown.
The movement can clearly be identified by the bright rows compared to the
blue colors before and after. Despite the piezo not being designed for such
a task, the visibility is still good enough for imaging.

GO position of flats

Figure 7.7: On the left side are two flat measurements from before and after
the projections. On the right side is the projection measurement. The dotted
lines show at which points in time a piezo movement should occur. Some
movements lagged behind the schedule which is visible if the crosses are
not on the intersections of the vertical lines and the dotted lines at an angle.
The frame rate of the detector was 10 Hz and g0 was moved at 2 Hz.

To improve the data acquisition, for the next measurement the g0 movement
script was integrated into the measurement program. With this change the
start of the movement can be timed with the image acquisition such that
no more fitting has to be done to find the start of the movement. It also
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allows to perform full tomography acquisitions with multiple slices without
desynchronising.

To test this new script and to see if a sample can be imaged a measurement
of a projection with a sample has been done. The frame rate of the detector
was set to 10 Hz and g0 was relocated at a rate of 2 Hz. Therefore for each
movement is imaged with five frames. As for all the other measurements
first a flat-field measurement is taken, then the sample is lifted into the
beam, five measurements of the sample were taken and then the sample was
removed from the beam again and a last flat was taken. These measurements
are shown in figure 7.7.

As the figure 7.7 shows, for some movement commands, the script lagged
behind and sent the commands up to 0.3 seconds too late. For a tomography
measurement this would cause gaps in the phase stepping curve for the
signal retrieval. This measurement was done such that 5 images per phase
step were acquired and the projection was taken with a multiplicity of five
where each measurement was shifted by one phase step. Therefore a good
signal retrieval should still be possible. The phase images of the result have
been shown in figure 3.2

Figure 7.8: The phase channel of the flat-field corrected signal retrieval of the
measurements shown in figure 7.7. On the top is the image of the movement
frame while the bottom image is 0.3 seconds after the movement.

As the images on figure 7.8 show, the projection has arch-like artefacts over
the phase image. These artefacts reduce when frames farther away from the
g0 movement are used but they do not vanish completely.

As already mentioned the piezo motor is not really suited for the task of
this measurement procedure. It is capable of adjusting an instrument very
accurately but then keep it at that position rather than moving it all the time.
If the piezo really causes these artefacts it should be possible to also see
these patterns by simulating a timing inaccuracy of the piezo motor during
measurement as will be discussed in the next section.



7.4. Simulation of Misalignment

7.4 Simulation of Misalighment

To further explore if the behaviour in figure 7.8 can be explained by an
inaccurate g0 control by simulation a timing inaccuracy of g0 resulting in a
slight misalignment. In the simulation the same model and background flats
as for section 4 were used but the phase array was changed while assuming
the points to be at the ideal value for signal retrieval. This was done for
various randomly chosen values constrained to a certain distance from the
original point. The result of this simulation can be seen in figure 7.9.

Figure 7.9: Simulation of a phase curve signal retrieval with a g0 misalign-
ment. The misalignment was chosen randomly with a upper and lower limit
of a fifth of a phase step (55). The phantom was as in section 4 the SheppLo-
gan3D with the same size and attenuation and refraction sinograms.

The simulation has been done for various background flats and maximum
misalignment limits. The artefact pattern changed in intensity but not much
in shape (the image of the simulation is upside down compared to the data
ones). Therefore it can be concluded that it is possible to perform measure-
ments with a constantly moving piezo as long as the control is accurate in
the temporal regime. It is advised to exchange this motor with a servo-motor
like the M-230 by “Physik Instrumente”.
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Chapter 8

Conclusion

In this thesis several aspects concerning the optimization of a wide-field-of-
view phase-contrast computed-tomography setup were investigated. The
improvements that were done throughout this thesis lie in the reduction of
acquisition time, reduction of the spread from the central bright artefact and
the correction of a phase mismatch. Furthermore, it was shown that g0 can
be moved during the data acquisition.

At the beginning of the thesis it was shown that the flat field correction
significantly influences the artefacts that are visible in the reconstruction.
Figure 3.6 illustrates this behaviour by changing the brightness of the central
artefact solely by changing the flat field correction. By this observation, also
a piece-wise linear interpolation between flats is possible but finding the
correct intervals for which a new flat is required has no straight forward
answer. This might be partially solved by a continuous g0 movement. As a
few columns at the side of the detector do not have a sample in the beam
these could in principle give some insight on the drift parameters for the
outer two grating regions, where the inner regions drift correlates to the
outer ones. With that it might be possible to decide during measurement at
which temporal positions a new flat would be necessary. In addition to that
the new signal retrieval method as well as the altered acquisition scheme
could benefit from these parameters immensely.

The simulation was able to predict artefacts that were observable in the
reconstructed data and therefore link cause to artefact. This was possible
for the period mismatch and could also show that the bright artefact in the
middle is not the result of a incorrect flat correction entirely. It hinted that a
fast phase stepping curve acquisition decreases the artefacts imposed by the
flat field correction and will benefit more from a better flat field correction
compared to a slow phase curve acquisition.

The combination of the signal retrieval and flat field correction was shown to
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work. The linear interpolation between the two flats is not giving a perfect
correction and results in different artefacts overall, especially a ring artefact
at the position of the outer g2 gratings reduces the quality of the reconstruc-
tion. The signal retrieval often has row wise discontinuities which happen
at the grating positions and need to be removed before the reconstruction.

The adapted acquisition script could reduce the middle artefact greatly and
measured a before unobservable separation of fat tissue (neither in the old
acquisition scheme nor in absorption), while reducing the acquisition time
by around 19 %. This observation still needs to be confirmed by additional
examination of the sample (offset to rotation centre or biopsy).

Lastly the continuous g0 movement during measurement could be shown to
work even for the simplistic approach in this thesis. The difference between
the constantly moving measurement and the fast phase stepping could also
be seen in the mean value of the visibility map shown in the tables 7.3 and
7.6 where for the constantly moving case the visibility mean value was as
high as for the phase stepping measurement under ideal conditions (wait-
ing for g0 and high statistics) where for the fast phase stepping the value
dropped up to 0.02 (around 8-15%). This was achieved with a piezo motor
that is not supposed to be used as a constantly moving driver. With a piezo
motor dedicated for this task the continuous flat-field parameter extraction
could be further investigated to obtain a fully adaptive flat-field measure-
ment script.
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