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Abstract

The intent of this thesis is to characterize the MuPix10 pixel sensor – a high-
voltage monolithic active pixel sensor (HV-MAPS) prototype for the sensor that
is planned to be used for particle tracking in the Mu3e experiment. The Mu3e
experiment searches for the lepton-flavor violating decay µ+ → e+e+e−, which
is highly suppressed to an unobservable order in the Standard Model of Parti-
cle Physics. Thus, its observation would point to physics beyond the Standard
Model.
To identify such a decay an elaborate detector system has been developed in
order to be capable of detecting the searched-for event and distinguish it from
background events. The newly developed HV-MAPS are characterized and their
performance is analyzed on testbeam campaigns by using a multi-layer telescope
setup. In the scope of this thesis, the sensor performance data taken in a testbeam
at DESY is analyzed.
A model for the formation of particle hit clusters on the MuPix10 has been de-
veloped by assuming diffusion of the generated charge carriers during the drift
collection time. This model is introduced and its predictions are compared to
results from the testbeam and discussed critically.
Furthermore, different models for the energy deposition distribution ("straggling
functions") in a thin silicon detector are presented and the possibility to deter-
mine the sensor thickness from the shape of these functions has been tested. The
results are discussed in view of the data obtained at the DESY-testbeam.

Zusammenfassung

Das Ziel der vorliegenden Arbeit ist die Charakterisierung des MuPix10 Pixelsen-
sors – eines hochspannungsbetriebenen monolithischen aktiven Pixelsensor (HV-
MAPS)-Prototypen des Sensors, der für die Bestimmung von Teilchenspuren im
Mu3e-Experiment zur Verwendung kommen soll. Das Mu3e-Experiment sucht
nach dem Zerfall µ+ → e+e+e−, der die Erhaltung der Lepton-Familienzahl ver-
letzt und im Standardmodell der Teilchenphysik ins Unbeobachtbare unterdrückt
ist. Seine Beobachtung wäre damit ein Indiz für Physik jenseits des Standard-
modells.
Um einen solchen Zerfall ausmachen zu können, wurde ein ausgeklügeltes Detektor-
System entwickelt, das in der Lage ist, den gesuchten Zerfall zu detektieren und
von Hintergrundereignissen zu unterscheiden. Die neu entwickelten HV-MAPS
können auf Testbeam-Kampagnen, unter Verwendung eines aus mehreren Sen-
sorlagen bestehenden Teleskops, charakterisiert und auf ihre Leistung untersucht
werden. Im Rahmen dieser Arbeit werden Daten analysiert, die im Zuge eines
Testbeams am DESY genommen wurden um die Leistung der Sensoren beurteilen
zu können.



Unter der Annahme von Diffusion der bei einem Teilchen-Hit im Sensor gener-
ierten Ladung während deren Sammlung im elektrischen Driftfeld wurde ein Mod-
ell zur Beschreibung der Formation von Hit-Clustern entwickelt. Dieses Modell
wird hier vorgestellt und die Vorhersagen, die es macht, werden verglichen mit
Ergebnissen, die auf dem Testbeam erhalten wurden und außerdem in Hinblick
auf diese kritisch diskutiert.
Des Weiteren werden verschiedene Modelle für die Verteilung der Energiedeposi-
tion in dünnen Silizium-Detektoren, sogenannte straggling functions, vorgestellt
und die Möglichkeit, die Form dieser zu nutzen, um die Dicke der Sensoren zu
bestimmen, wurde untersucht. Die Ergebnisse werden mit Blick auf die Daten
des DESY-Testbeams diskutiert.
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1 MOTIVATION

Introduction

1. Motivation

It has been in the nature of humans to understand the surrounding world to take
advantage of this understanding, as well as to just get the satisfaction from the
knowledge – as has been pointed out in Goethe’s Faust

„Dass ich erkenne, was die Welt
Im Innersten zusammenhält“

To „see, what holds the universe at its innermost parts“ mankind has made great
effort – in the theoretical describing of ongoing processes in nature and also in
their experimental observations.
This interplay between theory and experiment is very much likely to be as old as
science itself.
Observations in nature are to be described by a theory and the theory should
agree with all observations. If the latter is not the case, the theory has to be
enhanced or new theories need to be put forward. It is therefore the aim of
physical experiments to find limitations of current theories and hereby push the
precision of our understanding of the universe to higher and higher accuracy or
even find a point at which a theory completely fails and new physics can be found.

The Mu3e experiment, introduced in Section 3, is just such an experiment,
searching for physics beyond the Standard Model, presented in Section 2. High
precision particle tracking and vertexing is required for this experiment and is to be
provided by high-voltage monolithic active pixel sensors (HV-MAPS). Extensive
R&D is conducted in order to design such a sensor fully capable of dealing with
the requirements set by the experiment. As such, dedicated testbeams campaigns
can be undertaken with the aim of the characterization of recently developed
sensors. Data taken at these testbeams can amount to several Terabyte from which
essential conclusions on the sensor performance have to be drawn by extracting
information that can be compared to expectations and model predictions. In turn,
the information gathered on the performance allows for further improvement and
development of the sensor needed for the final experiment.
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2 THE STANDARD MODEL OF PARTICLE PHYSICS

2. The Standard Model of
Particle Physics

The Standard Model of Particle Physics (SM) is one of the most precisely trialed
theories in physics with respect to its prediction accuracy. Not only is it a theory
to describe the world on a subatomic scale, but it also had the power to predict
the existence of particles. The high variety of particles and their properties it
is predicting and describing can be attributed to comparatively few elementary
particles (see Figure 2.1). Those particles can be structured with regard to certain
properties.

Figure 2.1: The Standard Model of Particle Physics [1].

The SM separates particles into two main groups: The bosons with an integer
spin and the fermions with a half-integer spin.
The Higgs boson, with a spin of zero, is responsible for all fundamental particles
acquiring mass, whereas the known gauge bosons, with a spin of one, are medi-
ating the fundamental forces of electromagnetic (photon), weak (Z0, W± boson)
and strong (gluon) interactions.
The fermions can be separated into quarks, which are interacting electromagneti-
cally and strongly, and leptons. The three leptons electron, muon and tau interact
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electromagnetically and weakly, whereas their neutrinos only interact weakly. A
further separation of the fermions is the one into three generations:
The first generation contains the up and down quark as well as the electron and
the electron neutrino. Those particles make up all the known stable matter around
us. The second generation contains the charm and strange quark and the muon
and muon neutrino, while the third generation contains the heaviest quarks (top
and bottom quark) and the heaviest lepton (tau) and its neutrino. The heavy
particles of the second and third generation are rather short-lived and need high
energies to be produced.
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3 THE MU3E EXPERIMENT

3. The Mu3e experiment

The Mu3e experiment is located at the Paul-Scherrer-Institut (PSI) in Villigen,
Switzerland. Being a comparatively small particle physics experiment – in contrast
to large-scale high energy experiments as found for example at the Large Hadron
Collider (LHC) – the search for physics beyond the SM is conducted by high-
precision measurements. Particularly, the aim of these measurements is to find
the branching ratio (or an upper limit for it) of a muon decay into three electrons1.

3.1. Theoretical background
A number of properties of interacting particles is conserved within the SM. One of
them is the lepton number, describing the difference between the number of lepton
particles and anti-particles. Following the SM, also the lepton flavor number,
which is the lepton number for just one flavor of leptons (electron, muon, tau),
should be conserved. However, since neutrino oscillations have been observed [2],
evidence for the violation of the lepton flavor number conservation in the weak
interaction of neutral particles has been found, calling for physics beyond the SM.
Furthermore, the decay of a muon into three electrons (hence the name of the
experiment Mu3e, which is searching for exactly this decay)

µ+ → e+e+e−

would violate the conservation of the lepton flavor number for charged particles.
In contrast, the known decay channels (see [3]) of the positively charged muon

µ+ → e+ νe ν̄µ

µ+ → e+ νe ν̄µ γ

µ+ → e+ νe ν̄µ e
+ e−

conserve the lepton flavor number. It has to be mentioned, that nearly 100 %
of the muon decays follow the first of the three modes mentioned above (Michel
decay). The other two decay modes are restricted to certain energy limits and are
rather rare with a decay probability of ≈ 6× 10−6 % (radiative decay with photon
emission) and ≈ 3.4× 10−3 % (decay with inner conversion), respectively.
The decay µ → eee is only possible including neutrino mixing (cf. Figure 3.1)
within the SM, which is highly unlikely and suppressed by the order of O(1050) [4],
making it practically negligible and unobservable. Therefore, the observation of
such a decay would point to physics beyond the SM – in particular, the determina-
tion of the branching ratio could set limits to some theories, like for example some
supersymmetry (SUSY) models that are predicting massive particles (c.f. [5], [6]).

The muon decay into three electrons is not the only process investigated in order
1Henceforth, the term electron in the context of a muon decay product implies the positrons as well.
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3.2 The Mu3e detector

Figure 3.1: µ+ → e+e+e− in a neutrino loop [4].

to find or discount (to a certain level of sensitivity) the lepton flavor violating
decay. Experiments like MEG, located also at PSI and searching for the decay
µ → eγ, or Mu2e at Fermilab, searching for the conversion of a captured muon
into an electron, have the same aim as the Mu3e experiment.

3.2. The Mu3e detector

The aim of the Mu3e experiment in its final stage is to either find the lepton flavor
violating decay µ → eee or to set the limit of the branching ratio below 10−16

with a confidence level of 90 % [7].
The experiment makes use of the muon beam at PSI, which is currently the
strongest in the world, yielding a rate of the order of 108 muons/s [7] created by
a high-intensity proton beam fired on a fixed target. Since the expected rate
of muons decaying into three electrons is really low, this high-rate muon beam
is needed. The muons are extracted and directed to the detector setup, which
is containing a target. The target consists of a Mylar foil which is double-cone
shaped and aimed to stop the muons before the decay. A sketch of the detector
is depicted in Figure 3.2. This setup is placed in a magnetic field such that the
bending of the particle tracks allows for a precise momentum determination, and
the bending direction can be used to discriminate electrons and positrons. As is
sketched in Figure 3.2 the bending is in such a way that the electrons curl to the
so called recurl layers. These layers are placed up- and downstream the beam
pipe in an extent to cover the full range of the recurling electrons regarding their
maximum energy of 53 MeV2 and the strength of the magnetic field. The timing
information is provided by scintillating fibers (time resolution of O(100 ps), [7])
placed around the target area and tiles (time resolution of ≈ 70 ps, [4]) placed
within the cylindrical recurl layers. Close to the decay point on the target the
four central pixel layers are located for the purpose of tracking and vertexing. The
two inner layers have radii of about 2.3 cm and 3.0 cm and the two outer layers,

2Considerations of the conservation of energy and momentum allow for the calculation of the maximum
kinetic energy of the electrons as the half of the muon rest mass.
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3 THE MU3E EXPERIMENT

Figure 3.2: Setup of the Mu3e experiment [8].

outside the scintillating fibers, have radii of 7.4 cm and 8.6 cm, respectively [9].
The cooling of the detector, which is required due to the heat dissipation of the
electronics, is achieved by gaseous helium.

3.3. Detector requirements
Several prerequisites have to be fulfilled in order to separate the rare, searched-
for events from the background. One possible source of background is the decay
µ → eeeνµνe, which can be eliminated by precise energy measurements since ki-
netic energy is carried away by the neutrinos. This kind of background event,
however, is intrinsic and can not be avoided by any means. To identify it as back-
ground the momenta of the electrons have to be determined precisely in order to
get the energy of the particles. To reach the sensitivity for the branching ratio of
10−16 an energy resolution of 1.0 MeV is required [9].
Another source of background is the accidental background that can arise from
coincidences of multiple single muon decays. Precise timing and vertexing allows
for those events to be distinguished even at the high rates of 2× 109 muons/s
proposed for the final stage of Mu3e.
The momentum resolution is dominated by multiple Coulomb scattering (cf. Sec-
tion 4.1.5). To reduce this scattering a low material budget and thus thin pixel
sensors are required. To reduce the impact of multiple Coulomb scattering on the
momentum resolution measurements even further the recurl layers are placed to
detect the particles after bending about 180°. By this, the deflection by multi-
ple scattering is eradicated in first order (for details see [7]). In fact, the multiple
Coulomb scattering is the crucial point limiting the spatial resolution. The spatial
resolution of the vertex detector has to be sufficiently good to distinguish different
decays for the background elimination.
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4 SILICON DETECTORS

4. Silicon detectors

In this section the interaction of charged particles with matter will be addressed.
Different processes can occur for particles traversing matter leading to energy
losses (ionization, Bremsstrahlung) and deflections (Coulomb scattering) of the
particle. In particular, the theory of energy deposition of electrons and positrons
in silicon is introduced, allowing for a theoretical understanding of the working
principle of semiconductor detectors. For a full understanding of the detectors
the theory of semiconductor physics and p-n junctions is expedient as well and
will be presented in the following.

4.1. Particle interaction with matter
In order to detect charged particles one has to make use of their energy loss while
traversing matter. For this, various elaborate methods have been introduced, all
based on the energy deposition due to one of the hereafter described processes.
It is, however, important to distinguish between the energy loss of a particle and
the energy that is deposited in the detector, as will be addressed in the further
course.

4.1.1. Ionization and excitation

Charged particles experiencing the Coulomb field of the electrons in the matter
they are traversing can transfer energy to these electrons. This energy transfer
leads to excitation of the electrons and, if any, ionization. The energy loss of the
traversing particle due to this process differs for heavy particles3 and electrons
and positrons.

Heavy particles

A heavy, charged particle traversing matter looses energy according to the Bethe-
Bloch formula (adapted from [10])

−
〈
dE

dx

〉
= K

Z

mA

ρ
z2

β2

(
1
2 ln

(
2mec

2β2γ2Tmax
I2

)
− β2 − δ(βγ)

2 − C(βγ, I)
Z

)
(4.1)

Here and in the following:

• K ≈ 50.97 MeV fm2 constant factor
• Z atomic number of the detector material
• mA atomic mass of the detector material

3Heavy in this context means heavier than electrons.
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4.1 Particle interaction with matter

• ρ density of the detector material
• z charge number of the traversing particle
• β = v

c
velocity of the traversing particle

• me electron mass
• γ = 1√

1−β2
Lorentz factor of the traversing particle

• Tmax maximal possible energy deposition of a single particle
• I mean ionization energy of the detector material
• δ density-correction function (important for high energies)
• C shell-correction function (important for small velocities)

This formula holds for relativistic particles and describes the energy loss due
to ionization and excitation of shell electrons in the traversing material. The
proportionality to Z arises from the incoherent scattering on all electrons in the
shell of the bulk material. For small values of the particle energy, this energy

Figure 4.1: Density-normalized energy loss due to ionization in different materials
[11].

loss increases with decreasing particle velocity proportional to 1
β2 . This results

from the increasing interaction time of the traversing particle with the matter for
smaller velocities. In the region of βγ ≈ 3 − 3.5 the energy loss has a minimum

18



4 SILICON DETECTORS

for all heavy particles in all materials. The density-normalized energy loss in
this minimum is around ≈ 2 MeV g−1 cm2, and particles in this region are called
minimum ionizing particles (MIP). For higher particle energies the energy loss
increases logarithmically due to the relativistic increase of the transverse electric
field the traversing particles experiences. Finally the energy loss saturates and
reaches a plateau (Fermi-plateau). The behavior of the energy loss in different
materials is shown in Figure 4.1.
The mean ionization energy I is empirically and approximately given by (cf. [10])

I ≈ 17.7Z0.85 eV . (4.2)

Electrons and positrons

For electrons and positrons, energy loss due to ionization has to be described
differently since the kinematics differ due to the much smaller mass. Additionally,
in the case of electrons also differences arise due to the indistinguishability from the
shell electrons. A detailed elucidation of the description of electron and positron
energy loss due to ionization – from which the following formulae are taken – can
be found in [12]. In the general case, the density-normalized energy loss in units
of MeV g−1 cm2 is given as

− 1
ρ

〈
dE

dx

〉
= 0.153536

β2
Z

A
B(T ) (4.3)

with the atomic number A and the stopping number B(T ) depending on the
kinetic energy T of the particle. For the case of electrons and positrons the
stopping number differs from the one given in the Bethe-Bloch formula above an
instead is

B(T ) = B0(T )− 2 ln
(

I

mc2

)
− δ (4.4)

with different terms of B0(T ) for electrons and positrons. With the substitution
τ = T

mec2 , for electrons this term is

B0(T ) = ln (τ 2(τ + 2)/2) + (1 + τ 2/8− (2τ + 1) ln (2))/(τ + 1)2 (4.5)

and for positrons it is

B0(T ) = ln ((τ 2(τ + 2)/2)) + 2 ln (2)
− (β2/12)(23 + 14/(τ + 2) + 10/(τ + 2)2 + 4/(τ + 2)3) .

(4.6)

With this model, and the energy-dependent density correction δ and the mean ion-
ization energy I taken from [10], the energy loss shown in Figure 4.2 is obtained
for the case of silicon. The density-correction in [10] is computed according to
Sternheimer’s parametrization (first introduced in [13]).
For particle energies beyond the minimum the electrons loose constantly more

energy than the positrons, whereas the situation for small energies is inverse. Dif-
ferences are caused by the indistinguishability of incident and scattered electrons,
which is not given for positrons.
If the energy loss per collision is below the value of 0.255 MeV the process is
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4.1 Particle interaction with matter

Figure 4.2: Energy loss of electrons and positrons in silicon due to ionization.

considered an ionization. For higher energies and therefore especially important
for the creation of δ-electrons (see Section 4.1.2) the processes are called Møller-
(e−e−) and Bhabha- (e−e+) scattering, respectively (cf. [14]).

4.1.2. δ-electrons

It is possible for electrons to absorb a big amount of energy from the traversing
particle in central collisions. These so called δ-electrons have a sufficiently high
kinetic energy to move away from the initial interaction point and perform further
ionization along a secondary track. The number dN of such electrons which are
produced in an energy range dT (with the kinetic energy T much larger than the
ionization energy I) for a path length dx of the matter the particle is traversing
is given in [14] as

d2N

dxdT
= 1

2Kz
2Z

A

1
β2
F (T )
T 2 (4.7)

with notations equally as for the Bethe-Bloch formula and a function F (T ) de-
pending on the spin of the traversing particle. Formulas of F (T ) for spin-1/2
particles, like electrons and positrons, can be found in [15].
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4 SILICON DETECTORS

4.1.3. Energy loss fluctuations

The process for energy loss due to ionization only provides a formula for the mean
energy loss. However, the actual energy loss of a particle traversing a material
of thickness t underlies statistical fluctuations. These fluctuations are caused by
two effects (cf. [16] and [17]). Firstly, the energy loss in a single collision of a
particle with the electrons in the matter to be traversed is not constant, but the
probability p(∆) for an energy transfer ∆ is given by the differential cross section
dσ(∆)
d∆ divided by the total cross section σ =

∫∞
0

dσ(∆)
d∆

p(∆) = 1
σ

dσ(∆)
d∆ . (4.8)

With this, the probability of an energy loss ∆ in N collisions becomes the N -fold
convolution FN(∆) of p(∆) with itself (adapted from [17]):

FN(∆) =
∞∫
0

p(E)FN(∆− E)dE (4.9)

with
F0(E) = δ(E) and F1(E) = p(E) . (4.10)

Secondly, the overall number of collisions N – for a sufficiently thick sensor
– follows a Poisson distribution Pm(N) with the mean number of collisions m,
depending on the sensor thickness t.
Altogether the probability f(∆, t) for an energy loss ∆ in a sensor of thickness
t becomes the sum over N of the energy loss probabilities FN(∆) weighted with
the Poisson distribution Pm(N)

f(∆, t) =
∞∑
N=0

Pm(N)FN(∆) . (4.11)

The resulting distribution is called the straggling function and this method to
obtain the straggling function in particular is called the convolution method (pre-
sented by Bichsel in [18]).
The determination of straggling functions using this method is, however, not triv-
ial. The cross section differential in the energy loss has to be known and a large
number of convolutions has to be computed, making the evaluation highly un-
wieldy.
A number of more convenient models has been developed and tested (see e.g. [18])
and a further discussion of some models of these straggling functions can be found
in Section 10.
In general, the shape of these straggling functions is Gaussian-like for low energy
losses and showing a strong asymmetry with a long tail towards high energy losses
accounting for large energy transfers and δ-electrons.
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4.2 Semiconductor physics

4.1.4. Bremsstrahlung

For light particles, as electrons and positrons, the effect of Bremsstrahlung is
dominant already at low energy. This effect is the loss of energy due to emission
of radiation of a charged particle deflected in a Coulomb-field – mainly of atomic
nuclei. The energy change dE of an incident particle per path length dx is given
by

dE

dx
= − E

X0
(4.12)

with X0 being the material-dependent radiation length (the mean length after
which the initial energy has decreased by a factor of 1

e
). An empirical formula

for this radiation length can be found in [19] (denotations are the same as in the
Bethe-Bloch formula):

X0 = 716.408 g cm−2A

ρZ(Z + 1) ln 287√
Z

. (4.13)

The energy of a particle lost due to Bremsstrahlung, however, is scarcely deposited
in the detector with most of the emitted Bremsstrahlung photons leaving the
sensor without substantial interactions.

4.1.5. Multiple Coulomb scattering

A charged particle traversing matter (e.g. a detector plane) will be scattered
and deflected in the Coulomb-field of the nuclei and shell electrons. For fast
particles the former are prime and for comparatively light particles, like electrons,
the energy transfer to the nuclei is rather small, but the momentum can change
significantly. Such scatterings occurring iteratively will lead to a distribution of
the angles between the direction of the incident and final path. This distribution
has approximately a Gaussian shape (the processes are described precisely in the
Molière theory, cf. [20]).
The variance of the Gaussian distribution of the overall scattering angle θ is
approximately given by

σθ ≈
21.2 MeV√

2pβc

√
x

X0
(4.14)

with the momentum p of the particle and the velocity βc. The radiation length
of the detector is X0 and x denotes its thickness (cf. [10]).

4.2. Semiconductor physics

In order to fully understand the functionality of a pixel sensor it is important to
understand the interaction between the sensor material and traversing particle.
Since most pixel sensors are made of semiconducting materials, in this section the
underlying physics of semiconductors will be discussed.
In a solid with lattice structure the wave functions of the single atoms overlap and
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4 SILICON DETECTORS

create continuous bands of energy levels. In the ground state these bands are filled
beginning with the lowest energy level up to the so called Fermi energy, which,
for semiconductors, is approximately the energy level at which the probability of
an energy state to be occupied is 50 %. However, not all energies are allowed for
electrons in such a system, there are certain "forbidden regions", so called band
gaps. Such a band gap can occur between the highest lying fully occupied energy
band (the valence band) and the next higher band (conduction band).

Figure 4.3: Electronic band structure model [21].

Based on the band structure of a solid material various properties can be ex-
plained qualitatively. For instance, the position of the Fermi energy has a direct
influence on the charge transport in the material. Since fully occupied bands can
not contribute to the charge transport, materials with the Fermi energy laying in
the band gap are insulators. For metals the Fermi energy is located within an
energy band, allowing electrons to move freely. A special case are semiconductors,
here the band gap is small enough (e.g. 1.12 eV for silicon, [22]) that the ther-
mal energy suffices to excite electrons into the conduction band, allowing them to
contribute to charge transport. This makes semiconductors negative temperature
coefficient thermistors, i.e. the resistivity increases with decreasing temperatures.
In a semiconductor the thermally excited electrons will leave a vacancy in the

valance band . This vacancy ("hole") can be seen as a positive charge moving in
the valence band similarly to the electron in the conduction band. The existence
of electrons in the conduction and holes in the valence band is the basis for the
conductivity of semiconductors. Since they occur jointly in the semiconductor,
they are also called electron-hole pairs.

In a pure semiconductor the only charge carriers are the thermally excited
electron-hole pairs. This kind of semiconductor is called intrinsic. The number of
charge carriers can be obtained by using the density of states and the Fermi-Dirac
statistics for electrons (for the calculations and the following results see e.g. [10]).
The density of electrons in the conduction band is given by

n ≈ 3.05× 1019 cm−3 · exp
(
−EC − EF

kBT

)
(4.15)
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and the density of holes in the valence band is

p ≈ 2.55× 1019 cm−3 · exp
(
−EF − EV

kBT

)
. (4.16)

Here, EF denotes the Fermi energy, kB is the Boltzmann constant, EC is the
lowest energy level of the conduction band, EV is the highest energy level of the
valence band and T denotes the temperature.
Since electrons and holes appear jointly, the mass action law is applicable here,
and (for intrinsic semiconductors)

n = p =: ni (4.17)

with the intrinsic charge carrier density ni depending only on the temperature
and the band gap of the semiconductor. For silicon at 300 K an intrinsic charge
carrier density of ni ≈ 1.01× 1010 cm−1 is obtained.

4.2.1. Doping of semiconductors

For electronic applications the conductivity of intrinsic semiconductors is too low.
In order to insert electron-hole pairs and hereby increase the conductivity of the
silicon one can make use of the so called doping.
As described above, semiconductors have a lattice structure consisting of one or
more types of different atoms. For the tetravalent silicon with four covalent bonds
per atom, the lattice is of a face-centered cubic (fcc) structure. Replacing a small
proportion of the silicon atoms (1 ppb - 1h, [23]) with tri- or pentavalent atoms
like aluminum or phosphorus yields a surplus of holes or electrons in the lattice
increasing the conductivity by a factor of up to 106 (the material, however, is
overall still neutral). The energy level of the additional electron of the donor
(pentavalent atom) is close to the conduction band (the energy difference is of the
order of 10−2 eV, [10]). This means that most of the donor electrons are thermally
excited into the conduction band. Analogously the energy levels created by the
acceptors (trivalent atoms) are just little above the valence band energy and elec-
trons from the valence band can be easily thermally "excited" into these states.
Insetting trivalent atoms increases the number of holes in the lattice making them
the majority charge carriers in this material, which is then called p-doped. Analo-
gously for doping with pentavalent atoms the majority charge carriers are electrons
and the material is called n-doped. The respective minority charge carriers are
negligible for charge transport in the case of doped semiconductors, since their
density is lower by a few orders of magnitude.
The doped semiconductors with impurities implanted on purpose are called ex-
trinsic semiconductors.
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4 SILICON DETECTORS

4.2.2. p-n junctions

Boundary areas between p-doped and n-doped semiconductors are widely used in
today’s microelectronic world. At the same time, the p-n junction also forms the
basis for the pixel sensors discussed in the scope of this thesis. Bringing an n- and
a p-doped material into contact creates a p-n junction with certain properties,
which will be discussed in the following.
As was described in the section before, the p-doped material has a surplus of holes
whereas the n-doped bulk has a surplus of electrons. Bringing the materials in
contact allows for electrons and holes to recombine in the boundary area. However,
the initially electrically neutral p- and n-doped materials will create regions of
space charge caused by the remaining donor and acceptor atoms after the electron-
hole recombination. This means the acceptors of the p-doped material will attract
electrons from the donors in the n-doped material leading to an effective negative
charge on the side of the p-doped material and a positive charge with the n-doped
part. This charge transport is called diffusion. The diffusion of the charge carriers
and the resulting space charge of the remaining atomic cores is followed by the
development of an electric field (drift field) in the boundary region counteracting
the exchange of electrons and holes between acceptors and donors until eventually
an equilibrium between the diffusion and the drift is reached (cf. Figure 4.4). This

Figure 4.4: Charge carrier diffusion and drift at a p-n junction [24].

region, in which the electrons and holes recombined, is the so called depletion
region where no free charge carriers are available anymore and therefore this part
acts like an insulator. This region can be extended or reduced by applying an
external voltage to the p-n junction.
Connecting the anode of a voltage supplier to the n-doped part and the p-doped
material to the cathode (reverse bias) will increase the size of the depletion region
by diverting the electrons and holes away from the junction and hereby making
the junction non-conducting. Only a small leakage current will run through the
p-n junction (diode) due to diffusion of the minority charge carriers until, at too
high voltages, the diode breaks down and becomes conducting. Analogously, by
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inverting the polarity of the voltage supplier (forward bias) the depletion region
will decrease and the p-n junction becomes conducting even for low voltages.
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5. Pixel detectors

To meet the requirement of high spatial resolution in the vertex detector the usage
of pixel detectors is expedient. Pixel detectors in principle consist of a p-n junction
as discussed above. A traversing particle will deposit energy and hereby create
pairs of electrons and holes in the semiconductor material4. These charges can
then be collected and used for signal generation.
Different construction principles for pixel sensors are available, which are mainly
classifiable into the group of hybrid pixel sensors and monolithic sensors, both
discussed in the following.

5.1. Hybrid pixel detectors
Hybrid pixel sensors were used most commonly in the last decades. They consist
of two separate dies: One layer is for the readout electronics that each pixel has
and one layer is the active p-n junction forming the detection volume in which
the deposited energy is collected. A sketch of such a sensor type is depicted in
Figure 5.1.

Figure 5.1: Sketch of a hybrid pixel sensor [25].

There are certain advantages for making this type of pixel sensor expedient for
different applications. Due to the separate sensor and readout layer, the devel-
opment for both can be done independently. More important, the application of

4For reasons of simplicity, they are termed just the created or produced charge in the following.
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a high voltage as reverse bias to the active layer allows for full depletion of the
sensor and a fast charge collection via drift resulting in a good time resolution
and a high rate capability.
The bonding between the two layers, however, is rather expensive and the process
is not trivial. Additionally, the material budget of the hybrid sensor is rather high
increasing the probability and impact of multiple scattering.

5.2. Monolithic active pixel sensors
In contrast to the hybrid pixel sensors, the active part of a pixel and the readout
electronics are realized on the same substrate for monolithic active pixel sensors
(MAPS). A sketch of such a sensor can be found in Figure 5.2. These chips are

Figure 5.2: Sketch of a MAPS [26].

produced in commercial CMOS technology and therefore comparatively cheap.
Due to the fact, that only one layer is needed, the MAPS can be produced rather
thin reducing the effect of multiple scattering and hereby increasing the achievable
spatial resolution for the tracking and vertexing.
Without the application of a high voltage or high doping, the created charge would
be collected only by diffusion. This means a slow charge collection and also a small
signal. There are two reasons for the small signal. Firstly, the charge will equally
spread in all directions and only a small fraction will reach the collection electrode
by chance. Secondly, charge may be lost due to recombination with impurities
in the silicon. The probability for this effect increases with an increasing path a
charge is traveling in the crystal and therefore is larger for diffusion than for drift.
This drawback of the MAPS has been amended by the introduction of the high-
voltage monolithic active pixel sensors (HV-MAPS). The HV-MAPS are MAPS, as
discussed above, with the change that a high voltage is applicable to the sensor in
order to deplete the active area and collect the charge via the drift in a strong field.
This allows to thin down the sensors even more (O(50µm)), since the substrate is
no longer needed for charge collection via diffusion – reducing multiple scattering
even further.
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Experimental setup

6. The MuPix10 chip

The development of the pixel sensors for the Mu3e experiment has lead frequently
to the submission of new versions of sensors in the MuPix series. The latest ver-
sion, the MuPix10, is designed to fulfill the requirements for the Mu3e experiment
[9] and is the first full-size prototype for the final version. Its features and the
operating principle are presented hereafter.

6.1. Features and geometry
The MuPix10 is an HV-MAPS consisting of 256 × 250 pixels of an 80 × 80 µm2

size. Each pixel has a digital partner cell in the periphery adding up to a total
size of 20.66× 23.18 mm2. The chip is produced in an 180 nm HV-CMOS process
by TSI semiconductors. Sensors were produced on wafers with resistivities of
20 and 200 Ω cm (cf. [27]). The MuPix10 pixel matrix is shown in Figure 6.1.
The pixel matrix is divided in three sub-matrices of 84/86/86 columns, which are
read out separately. The periphery part on the lower end of the chip along the
columns contains the HV and power pads, the readout control unit (RCU), the
pixel configurations and temperature diodes.

6.2. Signal processing and readout
The electrons produced in the sensor material by an ionizing particle (cf. Sec-
tion 4) are drifting to the collection electrode. The signal created by the collected
charge is AC-coupled to the charge-sensitive amplifier (CSA). The CSA is imple-
mented in the pixel and has a negative feedback circuit. These components are
used to shape and amplify the signal.
Alternatively, the signal can be mimicked by a test-pulse injection by discharging
a capacitance in the pixel.
A line driver sends the signal to the periphery. The periphery structure presented
in the following is provided for each pixel on the sensor.
The signal is compared to a threshold by a comparator. The threshold is set
globally but can be tuned for each pixel by so called Tuning Digital-to-Analog
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6.2 Signal processing and readout

Figure 6.1: MuPix10 pixel matrix [28].

Converters (TDAC, for detailed information see [29]). Arriving at the compara-
tor the analog signal is then digitized: A comparator output is obtained if the
threshold is exceeded. By this digitization information of the analog signal shape
is lost and the signal information is condensed to two timestamps (TS): The time
of the first (TS1, leading edge) and the last (TS2, falling edge) exceeding of the
threshold. The difference of the two timestamps yields the time-over-threshold
(ToT).
A problem occurring in this readout procedure is the delay between the actual
time of arrival of the hit and the time of detection of this hit, which is the TS1.
This delay is called time walk and is caused by the finite rise time of the leading
edge. Detailed studies of this effect have been carried out in [30] and corrections
can be performed if the ToT of the signal is known.
A special feature of the MuPix10 chip is the possibility to use it in the so called
2-threshold mode. This means, the threshold for the timing information and hit
detection can be set independently resulting in a better timing information of the
hit. To achieve this, the first threshold (threshold for the timing information) is
set comparatively low (only little above the noise level) to get the first time infor-
mation (TS1) with as little time walk as possible. The second threshold (threshold
for the hit detection) is used to determine the TS2. It can be set to a higher value
in order to filter out the real hits from noise hits potentially provoked by the low
first threshold.

Finally, the digitized signal is transmitted to the state machine, which is part of
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6 THE MUPIX10 CHIP

the RCU in each sub-matrix. Here the data is 8b/10b encoded, serialized and sent
out at a rate of 1.25 Gbits/s [31]. The readout scheme is outlined in Figure 6.2.
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Figure 6.2: Readout scheme of the MuPix10 chip [32].

6.3. Sensor testing structures
For testing purposes, the chip is bonded to an insertable printed circuit board,
short insert. An insert allows for application of the chip in the lab or at testbeam
facilities. It can be used to supply the voltages provided by a motherboard (see
below) to the chip. Furthermore, it is an interstation for the hit signal transmission
from the sensor and provides test-points for the measurement of applied voltages
[29]. A picture of a MuPix10 bonded to an insert can be found in Figure 6.3.
The insert is applied to a motherboard providing the HV, necessary signals (e.g.

Figure 6.3: MuPix10 on an insert [28].

clocks) and the data links to the Field-Programmable Gate Array (FPGA). In
turn, the FPGA provides the configurations for the sensor and receives the data to
forward it to a computer for further processing and analysis. The data processing
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on the FPGA and analysis on the computer is called Data Acquisition (DAQ).
Data Acquisition Systems have been developed for different experimental setups
of sensors: The DAQ can be performed for single sensor setups as well as for
a setup of multiple sensors for testing purposes (telescope, cf. Section 7.1). A
detailed description of the telescope DAQ System can be found in [33].
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7 TESTBEAM

7. Testbeam

The characterization of the pixel sensors is crucial in order to find the best con-
figurations and to understand the behavior of the chip for the use in the final
experiment. The aim is to study the performance of the sensor, e.g. regarding
the efficiency or time resolution, and improve it, subsequently. For this, dedicated
testbeam campaigns are performed in which pixel sensors can be characterized
using a particle tracking telescope, which is presented in the following.

7.1. Telescope setup
The telescope consists (in this case) of three reference layers and the device un-
der test (DUT) in between, complemented by scintillating tile detectors up- and
downstream the telescope. The latter are used as a timing reference. A sketch of
the telescope setup can be found in Figure 7.1.

FPGA
board

PC

SCSI/HSMC
adapter cardsMother PCBs

Tile PCBs FPGA board

Figure 7.1: Telescope setup [34].

7.2. Particle tracking in a telescope
The telescope is subjected to a testbeam (beam of ionizing particles, e.g. elec-
trons). In consequence of the use of such a multi-layer setup, the determination
of the track of particles traversing the telescope is possible, as explained in the
following:
A particle traversing the telescope induces hits at certain positions on the ref-
erence layers5. Knowing the exact positions of all layers a particle track from

5The reference layers can be of the same sensor type as the DUT.
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the hits on the reference layers can be reconstructed and interpolated onto the
DUT, which is excluded from the track reconstruction. On the DUT, hits within
a certain time window and a certain spatial distance to the interpolated track
intersection with the DUT are searched and, as the case may be, assigned to the
track.
In order for the tracking to work properly, the telescope needs to be aligned and
exact positions of the reference layers and the DUT need to be known. The tele-
scope alignment is explained in more detail in the next part.
A detailed elucidation of the tracking procedure for the telescope setup can be
found in [33].

7.3. Telescope alignment
As was mentioned in the previous part, a precise knowledge of all layer positions,
and also rotations, is required. The lower left pixel of the first sensor layer along
the beam direction marks the zero point of the global system of coordinates. Each
layer position and rotation is then fully characterized by the position of the lower
left pixel with regard to the global system of coordinates and three Euler angels
(for an exact specification see [33]). All these quantities are saved to a file, which
is then used by the analysis to take into account the shifts and rotations of the
layers for further calculations.
The first estimation for the values are the positions measured by hand, and the
rotations are assumed to be zero.
After data taking with the telescope is finished the correlations between the

Figure 7.2: Track through telescope layers [33].

hits on the layers are used to do a coarse alignment of the layers along x- and
y-direction (coordinates as in Figure 7.2). For all hits on one layer the residuals6

to all hits on the fist layer are computed. For a perfectly aligned telescope the
residuals show a peak (mean) at zero, and a misalignment would shift this peak
allowing for an according correction in order to center the peak around zero.
A fine alignment is done by performing the tracking as described in Section 7.1.
For the translational alignment the residuals between all the track intersection

6The residual is the hit position along on axis (x or y) of a hit on one layer minus the respective hit
position of a hit on a second layer.
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positions along on axis and the hit positions of the hits that are assigned to this
track are calculated. Again, the shift of the peak indicates a misalignment, which
is then corrected for. Exemplarily, a histogram containing the column residuals
with a Gauss fit to determine the peak position is shown in Figure 7.3.

Figure 7.3: Example for the column residual distribution used for the translational
alignment.

Additionally, the rotation of all layers can be determined. For this, the relation
between the mean residuals along on axis and the row or column address7 is taken
into account. Rotations of a layer correspond to a – in first order linear – depen-
dence of the mean residuals on the column or row address and can be corrected for
by fitting of a linear function and consideration of the slope. An exemplary plot
for this is shown in Figure 7.4. With this procedure the alignment of the layers
better than 1.5 µm (translational) and 0.05 µm/pixel (rotational) is achievable in
general.
For a few measurement runs, however, the positions of the layers changed con-
siderably over time. Since the alignment was only done for the first run after a
mechanical adjustment of the telescope, and is supposed not to change for the
following runs of a measurement, this resulted in an increasing misalignment of
the telescope represented by an increase of the mean residuals between track inter-
sections and hit positions. An example of this effect is shown in Figure 7.5 for the
mean residuals along the y-direction. This problem has been avoided by fitting

7Possible plots are x-residuals against row, x-residuals against column, y-residuals against row and
y-residual against column.
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Figure 7.4: Example for the mean column residual dependence on the column
address.

an appropriate function to the mean residual curves for each layer, and correcting
for this residual for each run and layer in the data analysis. Subsequently, the
according alignment plots have been checked to confirm that the correction works
properly.
The cause for this issue is likely to be the mechanics of the telescope. A possible
explanation is that the springs that are used to adjust the positions of the planes
are expanding not immediately but over time leaving a scope for the planes to
move.
The alignment of the telescope for the runs which are used for the analysis in this
thesis can be confirmed by Figure 7.6 and Figure 7.7. In Figure 7.6 the mean
residuals in x- and y-direction are added quadratically for the measurement runs
620 to 2486, and as can be seen, they are kept below 1.5 µm. For Figure 7.7 the
four different combinations for the residual vs. row/column plots are considered
and the largest slope of the linear fit in these plots is set as the rotational misalign-
ment. This misalignment is consistently below 0.05 µm/pixel, which corresponds
to a rotation of roughly 0.7 mrad.
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Figure 7.5: Telescope misalignment increasing over time.

Figure 7.6: Translational alignment of the telescope for run 620 to run 2486.
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Figure 7.7: Rotational alignment of the telescope for run 620 to run 2486.
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Analysis and
Models

8. Sensor characterization

The raw data from the MuPix10 sensor provides only the hit information: The two
timestamps (TS1 and TS2) for first and last exceeding of the threshold and the
hit position (column and row address). Starting from these data obtained with a
telescope on a testbeam campaign various properties – presented in the following
– can be extracted in order to characterize a chip and draw further conclusions
from the analysis.

8.1. Hit detection efficiency
The efficiency of a sensor can be determined from telescope data. The reference
layers are used to determine particle tracks through the telescope. The track
intersections with the DUT are calculated and hits on the DUT are searched
within a certain time window and a certain distance. Finally, the efficiency ε is
calculated as the number of tracks for which an hit on the DUT has been matched
divided by the number of all tracks:

ε = #tracks with associated hit on DUT
#all tracks . (8.1)

Various factors can impact the efficiency:

• The threshold and high voltage (HV) which are applied to the sensor are the
defining properties for the efficiency (cf. Section 10).

• Multiple Coulomb scattering can reduce the calculated efficiency, if a particle
is deflected in a way that a track can be reconstructed from the reference
layers but the hit on the DUT is out of the searching window. This effect is
expected to be secondary.

• Coincident noise hits on the reference layers can mimic a track without a hit
on the DUT adding to the obtained inefficiency. This can especially occur
from crosstalk (see next section) as explained in the following:
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A real particle track is causing hits on the reference layers. Due to the
effect of crosstalk, these real hits can mimic noise hits somewhere else on
the sensor (but for each sensor on the same position), which are in turn
mimicking a track parallel to the real track. If the crosstalk probability is
px, the probability p for this effect to contribute to the inefficiency is8

p = p3
x · (1− px) . (8.2)

This could be avoided by rotating one of the reference layers with respect to
the others ([35]).

8.2. Noise hits
A noise hit is a hit on the DUT which can not be assigned to any track through
the telescope. Not only electronic noise can give rise to such a hit. Also the above
mentioned effect of multiple Coulomb scattering can cause hits to be counted as
noise. Inefficiencies of the reference layers can cause noise hits as well since a
track is only reconstructed if an assignable hit on all reference layers is detected.
For an inefficiency ι for one reference layer the probability q for a noise hit due to
reference layer inefficiencies is

q = ι(ι2 − 3ι+ 3)εDUT . (8.3)

A short derivation for this can be found in Appendix A.

A significant part of the noise is caused by the so called crosstalk. Crosstalk
is the effect of capacitive coupling of neighboring signal transmission lines on the
sensor. This allows real signals to induce fake signals in the readout part for
pixels in which no charge deposition took place. The pixel positions in which the
crosstalk hits can be induced are determined by the routing scheme of the trans-
mission lines of the sensor. A detailed and theoretical introduction to crosstalk
and a study for a MuPix8 have been performed in [33] and [36].

8.3. Time over Threshold spectrum
The ToT spectrum is a histogram obtained from the ToTs (differences between
TS1 and TS2) of all the hits on the sensor. An example of such a spectrum is
depicted in Figure 8.1. The spectrum consists of three main regions. It has a
peak at low ToT values which is mostly caused by noise and crosstalk. This peak
gets smaller for higher thresholds as more and more noise hits can not exceed the
higher thresholds. The peak largely vanishes for the ToT spectrum of only the
matched hits – also confirming the matching algorithm to work properly.
The middle part of the spectrum is the part representing the fluctuations of the

8for a telescope with four layers of same type
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Figure 8.1: Example plot of a ToT spectrum of the MuPix10 chip.

energy deposition (cf. Section 4) and is therefore basically following a Landau-
like distribution (see also Section 10). Pixel to pixel variations, variations in the
readout and the particle energy, smear out this distribution, and for the fitting of
this part a Landau function convoluted with a Gauss is expedient. The impact
of the application of a threshold is as following: Not all signals will make the
exceeding of the threshold meaning smaller signals – according to small charge
deposition in the Landau distribution – will not be detected. This basically cuts
away a certain part of the initial Landau spectrum with the cut not sharp but
being smeared out with a Gaussian-like shape.
In the last part of the ToT spectrum the effect of the ToT cut becomes visible.
In order to simplify the sorting of the data a limit for the signal duration is set.
The cut is set to roughly 3000 ns. Hits signals with a larger ToT will be pulled
down to a ToT in the range of the ToT cut, which underlies variations caused by
the method which is used to cap the ToT. This leads to a small peak at around
the value of the ToT cut. Detailed studies of the ToT cap can be found in [30].

8.4. Hit cluster size

A cluster is formed by adjacent hits on a pixel sensor. Cluster can be caused by
charge sharing of two pixels meaning the charge of a traversing ionizing particle
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spreads over more than one pixel.
Clustering can be performed for a pixel detector in order to improve the spatial
resolution. With only the raw hit information the spatial resolution σx/y is given
by (see Appendix B)

σx/y = pixel width in x/y√
12

. (8.4)

This resolution can be improved by taking into account the cluster information
since the probability of charge sharing and therefore cluster formation is increasing
towards the edges of the pixel.
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9 CHARGE DIFFUSION IN A SILICON PIXEL DETECTOR

9. Charge diffusion in a silicon
pixel detector

As extensively discussed in Section 4, an ionizing particle traversing the detector
causes pairs of electrons and holes. The electrons are are collected and induce
a signal. The directed movement of the electrons in an electric field is however
superimposed by random thermal diffusion. A model for this movement and its
effect on the cluster formation is presented in the following.

9.1. Model for charge diffusion

For the development of the sensors of the MuPix series it has been assumed that
the charge collection via diffusion is negligible. Results from the testbeam at
DESY in April 2021, however, suggested that charge collection via diffusion could
be relevant for the signal generation (see also Section 12). It is therefore of interest
to have a rough model for the charge diffusion in the sensor in order to asses its
importance.
The starting point for the calculation of the charge spread over the time t is given
by Fick’s law [37]:

dQ

dx
(~x, t) = 1

8(πDt)3/2

∫
Q0(~x′)e−

(~x−~x′)2
4Dt d~x′ (9.1)

with the diffusion constant D and the initial charge distribution Q0(~x′). For a
point charge this yields a Gaussian distribution with a spread of

σ =
√

2Dt . (9.2)

This relation can be used as an estimation for the mean squared deviation (MSD)
of a charge from its point of creation.
The diffusion constant D can be calculated using the Einstein relation [38]:

D = µe
kBT

q
(9.3)

with the electron mobility µe, the temperature T and the electron charge q.
The electron mobility in silicon is only weakly depending on the resistivity (vari-
ation below 2 % in the range of 100 Ω cm to 1000 Ω cm, cf. [39]) but has a strong
temperature dependence (cf. [10]). Taking into account these uncertainties the
mobility is estimated to a value of (1470± 100) cm2 V−1 s−1. For a temperature
of (300± 10) K the diffusion constant can be computed to

D = (38.0± 2.9) cm2 s−1 .
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9.1.1. Diffusion without electric field

The relevant time tdiffusion to calculate the drift of a particle without electric field
according to Equation 9.2 is the time from the beginning of the signal until the
peak of the signal is reached9, which can be estimated from fitting the amplifier
output signal. Measurements of this signal shape have been performed in the scope
of another thesis [40]. By using the results one can obtain the signal amplitude
after a time of (410± 70) ns. The error is caused by the dependence of the signal
shape on the amount of deposited charge.
Using this time, the Gaussian spread of an electron due to diffusion without an
external field is calculated to be

σ = (56± 8) µm .

This rough estimation can be used as a reference for the range which a charge
can possibly travel outside the depleted region of the sensor and still contribute
to the signal amplitude.

9.1.2. Diffusion with electric field

The diffusive spread of an electron once it has reached the drift field is much lower
than the spread without a field since the diffusion times for the two cases differ.
For an electron in the drift field the diffusion time is given by the drift time,
whereas the time of diffusion for an electron outside the drift field is given by
the time presented in Section 9.1.1 (the time in which an electron created outside
the depletion zone can diffuse to the drift field and still contribute to the signal
height). The latter is larger by roughly three order of magnitudes compared to
the drift time, as is presented in the following. This causes the diffusive spread
for electrons during the drift towards the electrodes to be much smaller.
In order to calculate the diffusive spread of a charge in the drift field the drift
time tdrift has to be calculated and applied to Equation 9.2.
The drift velocity vdrift of an electron in an electric field E is given as

vdrift = µE . (9.4)

The electric field in a diode is not constant, but it is (in first order approxima-
tion) rising linearly towards the junction. For the following calculations the drift
velocity vdrift denotes the mean value, which is obtained by Equation 9.4 and the
mean electric field

E ≈ 1
2
U

xdep
(9.5)

with the width xdep of the depletion zone and the high voltage U . For an elec-
tron traveling through the entire depletion zone width xdep towards the collection

9Within this time, collected charge contributes to the signal amplitude.
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9 CHARGE DIFFUSION IN A SILICON PIXEL DETECTOR

electrode the drift time tdrift becomes (using Equation 9.2 and Equation 9.4)

tdrift = xdep
vdrift

=
2x2

dep

µeU
. (9.6)

The depletion zone width xdep is modeled, as described in [10], by

xdep ≈ 3.6× 103

√
Uqµhρ

V cm (9.7)

with the resistivity ρ of the sensor substrate and the hole mobility µh. For this
equation, it is used that the resistivity in a p-doped material with doping concen-
tration np is given by [41]:

ρ ≈ 1
npµhq

. (9.8)

The contribution of the minority charge carriers to the conductivity is neglected
in this equation.
With the depletion zone depth in Equation 9.7 the drift time in Equation 9.6
becomes

tdrift = 2.592× 107 V−1 cm−1qρ
µh
µe
. (9.9)

This means, for the model created above, the electron drift time is only depend-
ing on the substrate resistivity and the electron and hole mobilities and therefore
constant for different high voltages.
For the hole mobility, a value of µh = (470± 20) cm2 V−1 s−1 is assumed (cf. [39]).
The MuPix10 sensors which are characterized within the scope of this thesis are
made of 200 Ω cm wafers, what actually means that the resistivity lies between
200 Ω cm and 400 Ω cm [35] with the real value unknown. It is therefore expe-
dient to set the bounds of the models further discussed by using the upper and
lower limit of the resistivity. With this, the drift time and charge spread can be
calculated, and the values are listed in Table 9.1.

200 Ω cm 400 Ω cm
drift time (0.266± 0.021) ns (0.53± 0.04) ns

charge spread (1.42± 0.11) µm (2.01± 0.16) µm

Table 9.1: Limits for drift time and charge spread.

9.2. Cluster size model
The average cluster size can be computed under the assumption of a certain spread
of a particle in the drift field of the high voltage by using a geometrical reasoning.
Depending on the region in which the charge is deposited it can spread to one,
two or three adjacent pixels within the model presented in the following. Given
a spread s, and with the pixel width d = 80 µm the expected cluster size can
be calculated by adding the, weighted with the cluster multiplicity, areas of the
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9.2 Cluster size model

different regions and dividing the result by the pixel pitch. A sketch illustrating
the different areas can be found in Figure 9.1. The different colored areas depict

Figure 9.1: Sketch of a pixel of the MuPix10 sensor (not to scale). Yellow: cluster
size one, orange: cluster size two, red: cluster size three, blue: cluster
size four.

the regions in which a traversing particle can create clusters of different sizes. For
instance, a particle traversing the orange area potentially induces a cluster of size
two, if the charge is horizontally spreading a distance of s.
Following this argumentation, it is geometrically obtained

cluster size = 1
d2

(
(d− 2s)2 + 8(d− 2s)s+ 12s2

(
1− π

4

)
+ 4πs2

)
. (9.10)

If charge is collected solely by drift, the charge is diffusing only for the drift time
td. For the spread s in Equation 9.10 this means the values in Table 9.1 can be
used for the calculations. Thus, using the upper and lower limits for the resistivity
of the MuPix10 sensor (cf. Section 9.1.2), limits for the cluster size can be set by
this model, which are shown in Table 9.2. For this calculation, the uncertainty on
the pixel pitch can be neglected.
Certain assumptions are made in this model, which are described in the fol-

lowing. The model only works for a sensor at zero threshold since, within this
model, even a single charge diffusing into an adjacent pixel is expected to create a
cluster. This, of course, is only the case for a threshold level of zero and perfectly
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9 CHARGE DIFFUSION IN A SILICON PIXEL DETECTOR

200 Ω cm 400 Ω cm
charge spread (1.42± 0.11) µm (2.01± 0.16) µm
cluster size 1.072± 0.006 1.102± 0.008

Table 9.2: Limits for the cluster size set by the model.

efficient readout, and also recombinations of electrons and holes (e.g. on defects
or impurities in the lattice structure of the silicon) are neglected.
Furthermore, it is assumed that the ionizing particles are traversing the pixel per-
pendicularly and no charge sharing and cluster formation is caused by particles
inciding under a tilted angle. This assumption is reasonable for the collimated
particles from the testbeam.
A crucial point is that the spread of created electrons due to the kinetic energy
gained from the ionizing particle is neglected in this model. This is only the case
if the energy loss of the traversing particle in a single collision is low. Simulations
for low energy electrons in silicon suggest a range of below 0.1 µm for electrons
up to a few keV (cf. [42]). The spread of electrons produced with higher energies
has a sizable contribution due to the initial kinetic energy that would be needed
to be taken into account by the cluster size calculation in this model. However,
calculations for 100 µm thick silicon detectors done in [43] suggest that the num-
ber of collisions with large energy transfer of more than 4 keV is comparatively
low (≈ 1 out of 400).
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10. Efficiency curve models

For a pixel detector to perform as intended, the hit detection threshold has to be
lowered to a level to satisfy both efficiency and noise rate requirements: A too
low threshold means that a large number of noise hits are detected, which badly
affects the performance of the sensor. If the threshold level is set too high, the
efficiency drops and real hits will remain undetected. In order to find the optimal
working point of the sensor one can look at the relation between the threshold
level and the efficiency. The resulting relation has the shape of a skewed S-curve,
termed efficiency curve in the following.
Various model functions can be used to describe these efficiency curves, which will
be described in this section. First, to understand the foundation of the models,
the meaning of the efficiency curve is explained. As was discussed in Section 4, the
energy deposition underlies fluctuations and follows a certain probability distribu-
tion. The charge deposited as per this distribution is read out and then transferred
into a signal height. In the readout process Gaussian noise is superimposed to this
signal height. Finally, a threshold is applied and effectively diminishes the signal
height by a constant value10. If the threshold was set to zero all charge deposited
would be detected and the efficiency would be 100 %. Increasing the threshold
allows only larger signals to be detected, and by this, the deposited charge cor-
responding to a signal height below the threshold is not detected. This allows
to calculate the efficiency as the fraction of the distribution of the signal height
which corresponds to signals above the threshold as is depicted in Figure 10.1.
Thus, to get a model for the efficiency curve, a model for the signal height dis-
tribution is needed. Assuming a linear relation between the signal amplitude and
the deposited energy, the distribution function for the signal height is given by
the distribution function f of the deposited energy folded with a Gauss Gσn with
noise σn. As a result, the efficiency ε as a function of threshold t can be calculated
as

ε(t) =
∞∫
t

(f ∗Gσn)(λ)dλ . (10.1)

In turn, the derivative yields the signal height distribution after the comparator,
which in principle follows the distribution of a straggling function as introduced
in Section 4.1.311.
It is to be mentioned here that the signal height distribution, in contrast to the
models presented for the straggling function in the following, is zero for negative
values of thresholds and also for values above the amplifier saturation. Further-
more, the signal height distribution is a probability density function and therefore
has to be normalized. This means, to obtain the efficiency curve from the integra-
tion of a straggling function modeling the signal height distribution the straggling
function has to be set to zero for negative thresholds and for values above the

10This value is not actually constant, but underlies variations of ≈ 10 mV (untuned sensor, cf. [29]).
Effects caused hereby can be taken into account for by the Gaussian noise.

11The straggling function is given by the negative of the derivative of the efficiency curve. In the
following, this is assumed implicitly and not mentioned for reasons of simplicity.
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10.1 Skewed error function

Figure 10.1: Efficiency calculation as the integral of a signal height distribution
with arbitrary parameters.

amplifier saturation. For the fit of the efficiency curve this is expected to be in-
significant. This is true if the fraction of signals in the amplifier saturation can
be neglected. In this case it is sufficient to assume the upper integration bound
to be infinity.
For the numerical integration a sufficiently large number is used as the upper
bound. The condition for such a number N to be sufficient is the following:
The ratio of the integral over the straggling function in the bounds of the largest
threshold used and N and the integral in the bounds of 0 and N must not be
sensitive to small changes of N .

10.1. Skewed error function

An empirical model to describe the shape of the efficiency curve is given by a
skewed complementary error function, adapted from [44]:

f(t) = 1
2

(
1− erf

[
x(t)

(
1− 0.6 tanh (ξx(t))

)])
(10.2)

with the parameter x(t) = t−µ
σ
. In this function t denotes the threshold and µ

is the median threshold, which corresponds to an efficiency of 50 % and therefore
exactly the half of the signals. Thus, the median thresholds corresponds also to the
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10 EFFICIENCY CURVE MODELS

median charge deposition of a traversing particle12. The parameter σ is a measure
for the width of the distribution and ξ describes the skewness of the function. The
function describes the efficiency curves only empirically, which makes it hard to
interpret the parameters physically. Furthermore, the median of the deposited
charge is not a stable parameter to describe this function, since it has a strong
dependence on the maximal possible energy transfer in a single collision.
However, for applications in which only an interpolation of the efficiency curve is
required, the skewed error function provides a suitable model, and the fit is not
very computation intensive.
In contrast to the skewed error function the three models described next start with
a model for the straggling function, which is then integrated to get the efficiency
curve. Therefore, these models allow for consideration of the readout noise by a
Gauss convolution as noted in Equation 10.1. The convolution is implemented
numerically based on [45].

10.2. Skewed Gaussian distribution

Another empirical model is the one of an integrated skewed Gauss. In this model
the function of a skewed Gauss is used to describe the underlying straggling func-
tion, which is subsequently integrated to obtain the efficiency curve. A skewed
Gauss can be described by

s(λ) = exp

−1
2

1(
σ0
λ−µ + σa

)2

 . (10.3)

Here σ0 corresponds to the width of the distribution at the peak, which is located
at µ. The parameter σa is used to skew the distribution by increasing its with
towards one side of the mean and decreasing it towards the other side. To model
the shape of a straggling function in a reasonable way bounds should be set for
this parameter to 0 ≤ σa . 0.2, as discussed in more detail in Appendix C.
With this, an efficiency curve model is given by

f(t) = 1
N

N∫
t

s(λ)dλ (10.4)

with

N =
N∫

0

s(λ)dλ (10.5)

with N sufficiently large, as aforementioned.

12This only holds for the assumption of a linear relation between signal height and charge deposition.
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10.3 Landau distribution

10.3. Landau distribution

For sufficiently high absorber thicknesses13 (& 2 mm, [18]) the energy loss fluctu-
ations follow a (scaled and shifted) Landau distribution. This distribution was
introduced by Landau in 1944 under the assumption of arbitrarily large energy
transfers (Tmax →∞) and neglecting the shell-corrections and the absolute energy
change of the particle traversing the detector material ([46]). The distribution (see
Figure 10.2) shows a peak at ≈ −0.22278 and has a full-width at half maximum
(FWHM) of ≈ 4.018.

Figure 10.2: Probability density function (PDF) of a Landau distribution.

A formula by which the Landau distribution can be represented is given by the
following integral ([10])

s(λ) = 1
π

∫ ∞
0

e−t ln (t)−λt sin (πt) dt . (10.6)

13The terms absorber, detector or sensor thickness in the context of energy loss straggling mean the
material thickness in which deposited energy is contributing to the induced signal height weighted
with the contribution to the height. This is not necessarily the actual thickness of a chip or the
depletion depth since also charge which is collected by diffusion can potentially contribute to the
signal height.
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To shift and scale the width of this distribution a linear transformation

λ→ λ− µ
σ
− 0.22278 (10.7)

can be done. With this, µ describes the most-probable value (MPV) of the distri-
bution and σ is a measure for the width. In contrast to the skewed error function
and the skewed Gaussian distribution the Landau distribution only has two pa-
rameters.

The Landau distribution is numerically implemented in the ROOT framework
[47]. For the fitting procedure in the scope of this thesis the Landau is evaluated
numerically with the CERNLIB G110 denlan algorithm [48].
As for the skewed Gauss distribution in Equation 10.4, to obtain the function for
the efficiency curve the Landau has to be integrated and the integral has to be
normalized.

For thin sensors, the use of a Landau distribution to describe the fluctuations
is not justified anymore and different approaches have to be taken as has been
pointed out in [18]. In [49], the breakdown of the model is described to be caused
by the fact that the energy loss cross section which has been used by Landau to
obtain the distribution is not entirely right. Deviations from the real cross section
caused by the binding energy of the electrons in the traversing material have an
increasing impact for thinner sensors. To account for these binding energies and,
by this, model the real cross section more accurately it has been suggested in [50]
to convolve the Landau distribution with a Gauss distribution. Consequently, for
thin sensors the straggling distribution is broader than a simple Landau.

10.4. Moyal distribution

A distribution to model the straggling function has been introduced by José En-
rique Moyal in [16]. This distribution is given by a double-exponential function:

s(λ) = 1√
2π
e−

1
2(λ+e−λ) . (10.8)

As for the Landau distribution, a scaling and shifting of this distribution can be
performed by the transformation

λ→ λ− µ
σ

(10.9)

with the two parameters µ and σ corresponding to the peak position and width
of the distribution. In order to get the model for the efficiency curve, the Moyal
distribution is integrated and normalized as in Equation 10.4.

Compared to the Landau distribution, the Moyal distribution decreases faster
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10.4 Moyal distribution

towards high energies. A comparison of the Landau and Moyal distribution can
be found in Figure 10.3.

Figure 10.3: Comparison of a Landau14 and Moyal distribution – scaled to same
peak height.

14MPV shifted to zero
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11. Sensor thickness model and
calculation

The thickness of the material in which charges are created contributing to the
signal (simply sensor thickness in the following) can be determined by the shape
of the straggling function for the energy loss. First, it is important to understand
what sensor thickness in this context means. As previously mentioned, this is not
the depletion depth or the actual thickness of a chip.

11.1. Model for a weighted sensor
thickness

The sensor thickness discussed in the following corresponds to the thickness in
which energy is deposited. Therefore, it seems reasonable to assume this thick-
ness to be given by the actual sensor thickness weighted with the fraction of
deposited energy which creates charges contributing to the signal. For this, the
following function, which is representing a model for the signal height contribution
depending on the position of the energy loss along the depth x of the sensor, can
be used:

f(x) = 1
r


e
− (x−a)2

2σ2
0 , 0 < x < a

1 , a < x < d− a

e
− (x−(d−a))2

2σ2
1 -.a < x < r

. (11.1)

Within this model, the sensor thickness as it is described above is given by

t = rf(x) . (11.2)

The meaning of the parameters is explained in the following, and a schematic
elucidation of the function f can be found in Figure 11.1. The parameter r
denotes the full sensor depth. The depletion depth is given by d, and the charge
deposited in this region is assumed to fully contribute to the signal height. Along
the range between the top of the sensor (x = 0) and a depth a the electronics of the
sensor are located. Charge from this region can contribute to the signal height
in principle but the contribution is assumed small. The importance of charge
collection via diffusion decreases with the distance of the initial charge deposition
to the depleted area. This can be accounted for by a Gaussian distribution with
a width σ0. Analogously, the charge collection via diffusion beyond the depletion
zone can be taken into account with a Gauss with a width σ1, which most likely is
not the same as σ0 since the charge diffusion in the electronics part is expected to
differ from diffusion in simple bulk material due to the microelectronic structures.
The parameters in this model – the depth a of the electronics part, the diffusion
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11.2 Sensor thickness dependence on the straggling function

parameters σ0 and σ1 and the depletion depth d – are unknown for the MuPix10
chip.

Figure 11.1: Model for the contribution of the different sensor depths to the signal
height.

11.2. Sensor thickness dependence on
the straggling function

As described in [18] and [17] the parameter λ in the Landau distribution (see
Equation 10.6) is given by

λ = ∆−∆
ξ
− (1− Γ)− β2 − ln κ . (11.3)

In this equation ∆ is the energy loss and ∆ is the mean energy loss, given by

∆ = 2ξB (11.4)
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11 SENSOR THICKNESS MODEL AND CALCULATION

with the stopping power B and the factor ξ, which can be obtained from the
Bethe-Bloch formula in Equation 4.1:

B = 1
2 ln

(
2mec

2β2γ2Tmax
I2

)
− β2 − δ(βγ)

2 (11.5)

and
ξ = 1

2K
Z

mA

ρ
z2

β2 t . (11.6)

Furthermore, t is the sensor thickness (see Section 11.1), Γ ≈ 0.5772 denotes
Euler’s constant and the ratio κ is defined as

κ = ξ

Tmax
. (11.7)

With this, comparing the expression in Equation 11.3 to the form of Equa-
tion 10.7 yields (note: the σ in this case is not a Gaussian width, but it is the
scaling parameter for the Landau distribution – often called ξ as well)

∆− µ
σ
− 0.22278 =

∆−
(
∆ + (1− Γ− 0.22278)ξ + β2ξ + ξ ln κ

)
ξ

− 0.22278 .
(11.8)

This means, the value for the MPV is given by

µ = ξ(2.2000 + β2 + ln ξ

Tmax
) (11.9)

and the ratio of the MPV µ and the width σ can be identified with

µ

σ
= ∆

ξ
+ (1− Γ− 0.22278) + β2 + ln κ (11.10a)

= ln
(
KρZmec

2z2γ2

mAI2 t

)
− β2 − δ(βγ) + 0.2000 . (11.10b)

For 4 GeV/c electrons and positrons in silicon this becomes

µ

σ
= 10.05 + ln t

µm . (11.11)

For this case the following values have been used:

• ρ = 2.329 g cm−3, [22]

• Z = 14, z = 1

• γ = 7827.8, β = 1

• mA = 28.085 u, [22]

• I = 173 eV, [10]

• δ(βγ) = 13.495 .
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The density correction δ(βγ) has been calculated with Sternheimer’s parametriza-
tion given in [10].
With this in general the determination of the sensor thickness is possible by fitting
an integrated Landau to the efficiency curve. Under the assumption of a linear
dependence between signal height and deposited charge no further information
is needed. In particular, no energy calibration of the sensor is necessary for this
method. However, the sensor thickness depends exponentially on the ratio µ

σ
:

t [µm] = e
µ
σ
−10.05 . (11.12)

This means small systematic errors in the model and statistical errors in the de-
termination of the ratio heavily compromise the result for the thickness.

An alternative way is to use the width parameter ξ of the Landau distribution
and Equation 11.6 to obtain the thickness t. The scaling in this relation is linear
and therefore much less error-prone than the determination according to Equa-
tion 11.12. One drawback with this is that an energy calibration is required for this
method, i.e. it demands a relation between deposited energy and signal height.
Such a calibration can be obtained by exploiting the characteristics of particles of
definite energies, which deposit all their energy in the sensor. With such particles
a threshold scan can be performed and the number of hit counts as a function of
the threshold has the shape of a skewed S-curve given by the integrated straggling
function as introduced in Section 10. The MPV of the underlying straggling func-
tion obtained from this fit corresponds to the particle energy. This measurement
performed for different particle energies allows to determine the relation between
the MPV for signal height and the deposited energy, which can be fitted by a
reasonable function and yields the desired energy calibration. Alternatively this
fit can be done for the median instead of the MPV, but the method using the
MPV is assumed to perform better since the MPV is a more stable parameter
to describe a straggling function than the median. In any case, such an energy
calibration is complex and has not been performed for this thesis.
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12. Sensor resistivity

The resistivity of the sensor material determines important quantities of the sensor
like the depletion depth (see Equation 9.7). It is therefore of great interest to know
it to a high precision. Since the manufacturer of the silicon wafers used for the
sensors analyzed in the scope of this thesis specifies the value of the resistivity
only to the range from 200 Ω cm to 400 Ω cm it is desirable to obtain a more
precise value. One possible procedure to get the resistivity uses just the relation
in Equation 9.7 and is explained in the following:
The efficiency curve of the sensor is determined for different HV values (for details
see Section 10 and Section 14) and the MPV of the underlying straggling function
is obtained from a fit to this efficiency curve. An energy calibration with the MPV
as explained in Section 11.2 can then be used to obtain the corresponding energy
deposition for the MPV of each HV value. With this a relation between the energy
deposition and the HV is obtained. To get the resistivity from this relation the
MPV is expressed as a function of the thickness t (see Equation 11.9 with ξ ∝ t).
Thus, the relation between the thickness and the MPV can be described by a
function of the form

MPV = at · (b+ ln t) (12.1)
with parameters a, b.
Furthermore, the relation between the HV U and the sensor thickness is adapted
from Equation 9.7 and assumed to be

t = c+
√
dU (12.2)

with parameters c and d. The parameter d contains the resistivity ρ as

ρ = 4.8× 1011 d

µh
Ω cm s−1 (12.3)

with notations as in Equation 9.7. The parameter c in Equation 12.2 is due the
diffusion. As can be understood from the model presented in Section 11.1, the
sensor thickness contributing to the signal height is non-zero even for no depletion
because charge for the signal is still collected via diffusion. This justifies the offset
in Equation 12.2.
If Equation 12.2 is applied to Equation 12.1, a relation between the MPV and
the HV is obtained, which can be fitted with the parameters a, b, c and d in
Equation 12.1 and Equation 12.2. Subsequently, the resistivity is obtained from
the parameter d according to Equation 12.3.
Furthermore, the importance of the effect of charge collection via diffusion can be
assessed from such a fitting procedure. For this, the fitting as aforementioned can
be performed for sensors of different actual thicknesses and the fit parameter c
allows to draw conclusions on the diffusion contribution. In particular, if diffusion
plays a substantial role one would expect the fit parameter c to be smaller for the
thin sensor in which potentially less bulk material can contribute to the charge
collection via diffusion leading to a smaller diffusion offset. In turn, no major
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difference is expected if diffusion is not important.
This procedure, as has been mentioned before, needs an energy calibration and
therefore goes beyond the scope of this thesis. It is thought to serve as the basis
for further studies.
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13 RESULTS FOR THE CLUSTER SIZE MODEL

Results

The following results are obtained for a MuPix10 sensor at theDeutsches Elektronen-
Synchrotron (DESY) testbeam facility with 4 GeV/c electrons and positrons. Thresh-
old scans have been performed for high voltages between −10 V and −100 V15 in
steps of 10 V for a 100 µm thick sensor from a 200 Ω cm wafer16. Additionally,
threshold scans for a 50 µm, 60 µm and 70 µm sensor have been carried out for
high voltages of −20 V, −40 V and −70 V, respectively.

13. Results for the cluster size
model

The cluster sizes have been analyzed for the HV-scan and the results are compared
to the model derived in Section 9.2. For each threshold at each HV a clustering
algorithm is performed and the cluster sizes of all clusters that could be matched
to a particle track17 is determined. The mean value of the cluster size is the
quantity of interest, that corresponds to the cluster size obtained by the model.
However, since the model for cluster formation assumes a threshold level of zero,
it is necessary to extrapolate the obtained mean cluster sizes from each threshold
scan to a threshold of zero in order to compare the data and the model. In Fig-
ure 13.1 the mean cluster sizes are plotted for the threshold scans in the HV-scan.
There are two effects mainly affecting the shape of theses curves:

In the low threshold region (for each HV roughly the region below the minimum
cluster size in Figure 13.1) the cluster size decreases with increasing thresholds.
The reason for this is that more and more pixels which gain only little charge by
the effect of charge sharing will not make the threshold yielding smaller cluster
sizes.

For the region of high thresholds (for each HV roughly the region beyond the
minimum cluster size in Figure 13.1) this effect becomes secondary. In this region
the efficiency drops and even clusters of size 1 can remain undetected. This means
the share of very large energy depositions, finally energy depositions that can even
cause δ-electrons that lead to large clusters increases. This explains the rise of
15For reasons of simplicity in the following the minus sign is disregarded if no confusion is to be expected.
16In the following, these measurements are referred to as the HV-scan.
17By this, noise clusters can be excluded.
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Figure 13.1: Mean cluster sizes for the HV-scan.

the cluster size for high thresholds.
Since the extrapolation towards a threshold of zero is done in the region where
the first effect is dominating, it is sensible to use the range of low thresholds for
the fit. However, for different HV values the rise of the cluster size begins at
different thresholds and for the lowest HV values this rise starts for comparatively
low thresholds already. This makes it difficult to determine a fit range, which is
large enough to contain a reasonable number of data points for the fit but not too
much data points which are affected already by the drop of the efficiency and the
resulting increase of the cluster size.
A fit of a quadratic polynomial to the first 5 data points, corresponding to a
fit range of 0 to 60 mV, is assumed to work best18. Additionally, the fit of a
polynomial of degree 4 is performed to all data points for comparison.
The results which are obtained for the extrapolated cluster sizes at zero threshold
are plotted in Figure 13.2 along with the predicted cluster sizes for resistivities of
200 Ω cm and 400 Ω cm. No significant dependence on the high voltage is visible
as predicted by the model in Section 9.2 and the measured cluster sizes lie within
this range. The data points suggest – given the model for the cluster size – a
resistivity close to 400 Ω cm, which is consistent with measurements of the sensor
breakdown voltage that have been taken [51].
To verify the consistency of the results and the model an alternative approach

can be chosen by starting from the obtained cluster size. The ratio of the number
of clusters of size two and the number of all clusters can be used to calculate the
according spread in the geometrical model in Section 9.2, which than should agree
18For the 10 V scan there are only 4 data points in the applied fit range, which lowers the significance

of the corresponding fit.
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Figure 13.2: Extrapolated cluster sizes at zero threshold.

with the charge spread range obtained in Table 9.1.
In Figure 13.3 the ratio of clusters of size 2 and all clusters is plotted for the HV-
scan and for the various thresholds. The ratios used for further calculation are
obtained by fitting the ratios in each threshold scans with a quadratic polynomial
in the same range as described above and extrapolating to a threshold of zero.
As expected, also in this plot no significant HV dependence of the cluster sizes is
obtained. To get a value for the fraction of clusters of size two the mean of the
fractions for all HV values is used, and it is calculated to

f2/all := #clusters of size 2
#all clusters = 0.075± 0.003 .

Using the areas for the different cluster sizes in Figure 9.1 yields the following
equations (with denotations as in Equation 9.10)

f2/all = 4s(d− 2s)
d2 (13.1)

⇒ s = 1
4

(
d−

√
d2(1− 2f2/all)

)
. (13.2)

Finally, the charge spread is calculated with this model to a value of

s = (1.55± 0.07) µm ,

which agrees with the range obtained in Table 9.1.

A further check of the validity of the model can be done by considering the
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Figure 13.3: Ratio of clusters of size 2 and all clusters.

fraction for the different cluster sizes and comparing the predictions from the
model to the data obtained by the testbeam measurements.
For this, the fractions of clusters of size 3 and 4 for the HV-scan have been obtained
by the same procedure as for the clusters of size 2. The resulting plots are shown
in Figure 13.4 and Figure 13.5. For the clusters of size 4 the lower error was
bound for physical reasons since a negative fraction of clusters is not reasonable.
The mean fraction is calculated for each cluster size and compared to the cluster
sizes that are geometrically obtained by the model. For a charge spread s and
the pixel of size d× d the model yields for the fractions fi/all of clusters of size i
(i ∈ {1, 2, 3, 4})

f1/all = (d− 2s)2

d2 (13.3)

f2/all = 4(d− 2s)s
d2 (13.4)

f3/all = s2(4− π)
d2 (13.5)

f4/all = πs2

d2 . (13.6)

With this, results for the lower limit of the sensor resistivity of 200 Ω cm and the
upper limit of 400 Ω cm are obtained by using the corresponding charge spread
(cf. Table 9.1). The model results for the 200 Ω cm resistivity are presented in
Figure 13.6 and compared to the measured data (obtained as aforementioned).
In Figure 13.8 the same plot can be found for a sensor resistivity of 400 Ω cm.
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13 RESULTS FOR THE CLUSTER SIZE MODEL

Figure 13.4: Ratio of clusters of size 3 and all clusters.

The differences between the model with the according resistivity and the data are
shown in Figure 13.7 and in Figure 13.9, respectively.
Especially from the plots in Figure 13.7 and Figure 13.9 one can obtain the limits
of the model. For the clusters of size 1 and 2 the difference between model and
data is not significant (< 3σ). To assess the suitability of the model for these
cluster sizes a precise knowledge of the sensor resistivity would be desirable. For
the clusters of size 3 and 4 a significant deviation between model prediction and
data is obtained independent from the sensor resistivity. Thus, one can infer that
the model is not capable of describing clusters of size 3 and 4. The modeled values
for these cluster sizes are significantly smaller than the ones obtained from the
data.
This can be understood qualitatively considering that large energy transfers caus-
ing electrons which are capable of secondary ionizations are disregarded in the
model. Such secondary ionizations are expected to create large clusters and, thus,
mainly affect the clusters of size 3 and 4 within this model. Furthermore, these
secondary ionizing particles can cause clusters of size even larger than 4, which
also is not considered within this model.
It is therefore expected that for further improvement of the model a quantitative
consideration of large energy transfers would yield better results.
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Figure 13.5: Ratio of clusters of size 4 and all clusters.

Figure 13.6: Fractions of different cluster sizes for the 200 Ω cm resistivity.
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13 RESULTS FOR THE CLUSTER SIZE MODEL

Figure 13.7: Difference of fractions of cluster sizes of the measured data and the
model for the 200 Ω cm resistivity.

Figure 13.8: Fractions of different cluster sizes for the 400 Ω cm resistivity.
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Figure 13.9: Difference of fractions of cluster sizes of the measured data and the
model for the 400 Ω cm resistivity.
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14 EFFICIENCY CURVES

14. Efficiency curves

The different models introduced in Section 10 have been applied to the effi-
ciency curves of the HV-scan. The underlying measurements have been con-
ducted at a DESY testbeam campaign with a telescope setup (see Section 7.1)
for a MuPix10. For this, threshold scans were performed for HV values between
−20 V and −100 V. For these scans the efficiency has been calculated as explained
in Section 8.1. A 3D visualization of the efficiency dependence on the HV and the
threshold is shown in Figure 14.1.

Figure 14.1: 3D visualization of the efficiency obtained in the HV-scan.

14.1. Error calculation
The errors on the efficiency are given by binomial statistics and, thus, are in prin-
ciple asymmetric (see [33]). They are calculated with the TEfficiency class of
the ROOT framework [52].
The error of the threshold is caused by uncertainties in the measurement pro-
cedure for which a digital multimeter with a read-off accuracy of 1 mV is used
[31]. This accuracy has been estimated to be the error of the threshold. It has

69



14.1 Error calculation

to be mentioned that the threshold is not directly measured but determined by
the difference of the actually set threshold voltage and the baseline voltage. Both
values are measured and therefore the error of both measurements would have to
be propagated to the thresholds.
The baseline is assumed to be constant for the whole threshold scan and its sys-
tematic measurement uncertainty is expected to be the same for all measurements
in the threshold scan. This would mean that all threshold errors are correlated,
which makes the fitting procedure very complicated.
However, because the uncertainty in the baseline is assumed to only shift the whole
efficiency scan and have no effect on the relative positions of the data points, it is
reasonable to disregard it for the threshold error and add it quadratically to the
fit result of the MPV or median, respectively, which are the only values depending
on the absolute position of the thresholds. For the parameters depending only on
the relative positions of the thresholds, the baseline has no effect at all.
In order to regard the threshold errors in the least-square fit they are converted
into equivalent efficiency errors by the following procedure:
For all data points in one threshold scan the gradient at the threshold position of
the data point is estimated. For this, the gradient to the next higher and lower19

data point is determined by the ratio of the difference in efficiency ∆ε and of the
difference in the threshold ∆t:

grad = ∆ε
∆t . (14.1)

Subsequently, the mean of the two gradients is assumed to be the slope of the
efficiency curve at this specific data point. This is a reasonable assumption in a
quadratic approximation of the efficiency curve.
With this, equivalent efficiency errors are obtained by multiplying the gradient by
the threshold error:

equivalent efficiency error = grad · errorthreshold . (14.2)

For the lowest/highest data point no gradient to a lower/higher data point can be
calculated. For these data points, the gradient is assumed to be constant, which is
a reasonable assumption for approximately linear regions of the efficiency curve.
Thus, the gradient is not given by the mean of the upper and lower gradient but
just by the upper/lower gradient, respectively.
The errors obtained by this are added quadratically to the errors obtained by the
TEfficiency class yielding the overall asymmetric efficiency error. The asymme-
try of the errors, characterized by

error asymmetry = errorlow
errorup

− 1 , (14.3)

is however negligibly small, as can be seen in Figure 14.2. It is therefore justified
to assume the error to be symmetric and for the fitting procedure the mean of the
upper and the lower error is used as the efficiency error.
In addition to the uncertainties just discussed, systematic deviations from the
measured efficiency curve and the models can arise. One effect, especially affecting
19Higher and lower in this context refers to the threshold.
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14 EFFICIENCY CURVES

Figure 14.2: Asymmetry of the efficiency errors for the HV-scan.

the data points at low thresholds, is the following:
To get efficiencies close to 100 % (corresponding to low thresholds) signals with
only small energy depositions have to be detected. Only few electron-hole pairs
are created for these energy depositions. The decrease of the signal height due to
recombination of the charge carriers during the collection is in particular crucial
for these signals, and it can eventually lead to the signal not crossing the threshold.
This causes a systematic deviation between the model and the actually measured
efficiency curve.
Furthermore, the decrease of the signal height due to charge sharing for particle
hits close to the pixel edges can have the same effect on signals and also add a
systematical deviation. With studies on the importance of these effects they can
be assessed reasonably and they can be regarded in the calculations. Such a study
goes beyond the scope of this thesis and has not been performed. The deviations
are therefore disregarded.

14.2. Efficiency curve fitting
The efficiency curves have been fitted to by

• an integrated simple Landau and Gauss-convolution,

• an integrated simple Moyal and Gauss-convolution,
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14.3 Comparison of the efficiency curve models

• an integrated skewed Gauss and

• a skewed error function

as introduced in Section 10.
The fit is performed using the iminuit Python interface of the C++ based
Minuit2 library [53]. A least-square method is used and the according mini-
mization function has been defined as

χ2(~θ) =
∑
i

(
εi − f(ti, ~θ)

)2

σ2
i

(14.4)

with the efficiency εi and the threshold ti of the data point i and error σi of the
efficiency as calculated above. The fit function is denoted f and parametrized by
the set of parameters ~θ.
This function is minimized with regard to the parameters ~θ. The parameters
in the global function minimum are assumed to be the best estimate. For the
minimization the MIGRAD algorithm has been used.
The data point for 160 mV threshold in the 20 V-scan has been excluded from
the efficiency curve fitting. This value is systematically lower than expected as
Figure 14.3 indicates. In this plot, the efficiency for all HV values in the HV-scan
are plotted for the threshold of 160 mV. An empirical linear fit has been performed
excluding the 20 V data point. All data points agree within the 1σ-range with
this fit except the 20 V point, which is deviating systematically. The reason for
this is expected to be an incorrect sensor configuration.

14.3. Comparison of the efficiency
curve models

The results obtained by this fitting procedure are presented in the following. Plots
of the fit results of the HV-scan for the different models which have been used can
be found in Figure 14.4 to Figure 14.11.
The simple integrated Landau fit (Figure 14.4) does, as expected, not work

properly. This confirms the prediction in Section 10.3, stating that the Landau
function can not be used to describe the energy loss straggling in thin detec-
tors. Therefore, the results obtained from this fit should not be used for physical
interpretations.
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14 EFFICIENCY CURVES

Figure 14.3: Efficiencies depending on the HV for a threshold of 160 mV.

Figure 14.4: Fit of the HV-scan with an integrated Landau distribution.
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14.3 Comparison of the efficiency curve models

Figure 14.5: Fit of the HV-scan with an integrated Moyal distribution.

The integrated Moyal fit (cf Section 10.4) is a suitable but empirical model to
describe the energy loss straggling for very thin sensors. Considering the reduced
χ2 for the Moyal fit of the HV-scan (see Figure 14.12) this model works best for low
HV values as the reduced χ2 is increasing for higher HV values. As for increasing
HV values the depletion depth increases (see Equation 9.7) and with this also the
weighted thickness (cf. Section 11.1), this means the Moyal distribution suits only
the straggling distribution of thin sensors.
The convoluted Landau and Gauss ("Langau") has a physical motivation as has

been explained in Section 10.3 and its parameters can be related to underlying
properties of the sensor material and the interacting particle. It is therefore found
to has the best interpretability. In order to obtain physical information from dif-
ferent models, certain properties of these models – like the FWHM or other width
parameters – have to be associated with properties of the Landau distribution
first before physical interpretation is possible.
The integrated Langau in particular has been found to describe the efficiency
curve rather well, with the reduced χ2 of the fits reasonably low (below 10 for
most HV values, see Figure 14.12). The high χ2

red for the high HV values may be
caused by a too small error estimation for efficiencies close to one as explained
in Section 14.1. This would in particular compromise the threshold scans with
the most data points in this high-efficiency region, which are the threshold scans
for high HV values. Additionally, the high χ2

red for the 10 V scan may be caused
by missing data points for high efficiencies in the plateau region, which has been
found to make the fit unstable.
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14 EFFICIENCY CURVES

Figure 14.6: Fit of the HV-scan with an integrated Landau and Gauss convolution.

A drawback of the Langau model is the strong (anti-)correlation between the Lan-
dau scaling parameter ξ and the Gauss width σ. The correlation between these
two parameters, mainly determining the width of the distribution, is obtained
from the covariance matrix of the fit result and plotted in Figure 14.7. The values
close to −1 mean that the parameters are nearly fully anti-correlated. This is
assumed to make the fit result for these parameters highly unreliable. The outlier
at 10 V is assumed to be due to the missing data points in the high-efficiency
plateau as aforementioned.

The Gaussian width obtained in this fit has two causes: One is the readout noise
accounted for by a Gaussian convolution (this is explained in Section 10). The
width of the convoluted Gauss can, however, not merely be explained by readout
noise, which is assumed to be ≈ 10 mV (cf. [29]). The second effect broadening
the Landau distribution is given by the corrections of the energy loss cross section,
introduced in Section 10.3 and results in the large width of the convoluted Gauss.
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14.3 Comparison of the efficiency curve models

Figure 14.7: Parameter correlation between ξ and σ for the Langau and Moyal
and Gauss convolution.

The model with an integrated convoluted Moyal and Gauss distribution shows
a similar performance to the Landau and Gauss convolution model as the χ2

red

values of the two models are similar for the different HV values. As the simple
Moyal distribution already described the threshold scan for the low HV values
(thin sensor thicknesses), the Gauss convolution width is expected to be mainly
determined by the readout noise. The Gauss width of this convolution is shown
in Figure 14.9. In fact, for the low HV values, the width of the Gauss is in the
order of what is expected for the readout noise (≈ 10 mV as aforementioned). For
higher HV values the simple Moyal model does not work, as presented before. The
increasing width of the convoluted Gauss in corrects for this inaccuracy, which
makes the model suitable for the whole HV range.
As for the Langau, the width parameter ξ of the Moyal distribution and the width
σ of the convoluted Gauss have a strong anti-correlation (see Figure 14.7).
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Figure 14.8: Fit of the HV-scan with an integrated Moyal and Gauss convolution.

Figure 14.9: Width of the Gauss for the convolution with the Moyal distribution.
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14.3 Comparison of the efficiency curve models

The two models of the integrated skewed Gauss and the skewed error function
are rather similar. Both basically start with a Gaussian distribution to describe
the straggling function and give this distribution a skewness. The only difference
is the way how this skewing is obtained. Compared to the Langau and Gauss-
convoluted Moyal the skewed Gauss and skewed error function perform similarly
regarding the χ2

red with a small tendency to higher χ2
red values for large HV values,

i.e. increasing sensor thicknesses. Compared to each other the skewed error
function fits the data better for the threshold scans of all HV values except for
the 10 V scan, which, as aforementioned, is assumed unreliable due to low statistics
in the high efficiency-plateau. The plot containing these results regarding the χ2

red

can be found in Figure 14.12.

Figure 14.10: Fit of the HV-scan with an integrated skewed Gauss distribution.
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Figure 14.11: Fit of the HV-scan with an skewed error function.

Figure 14.12: Reduced χ2 of the efficiency curve fits for the HV-scan.
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14.4 Determination of the underlying straggling functions

14.4. Determination of the underlying
straggling functions

To determine the underlying straggling function the derivative of the efficiency
curve is calculated. For the cases in which analytical expressions are complicated
or do not exist, this is done numerically. From the obtained straggling func-
tions the MPV and FWHM can be determined, also numerically. Errors for the
MPV and FWHM are computed by the following procedure: The fit parameters
obtained for the efficiency curve are randomly chosen according to a Gaussian
distribution with the width of the according parameter error. Subsequently, the
derivative is computed numerically and the MPV and FWHM are calculated. This
is repeated sufficiently often and the standard deviation from the obtained MPV
and FWHM distribution is used as the error of these values. Since the evaluation
of the efficiency curves for the integrated Gauss-convolution of the Landau/Moyal
is very CPU-intensive the number of repetitions in this procedure has been cho-
sen to be 100, yielding a reasonable number of statistics to compute the standard
deviation and keeping the computation time within reason. For the integrated
Landau, Moyal and skewed Gauss the most probable value is given directly by
a fit parameter and analytical forms for the FWHM can be calculated (see Ap-
pendix D).
For the integrated Langau and Gauss-convoluted Moyal distribution the fit pa-
rameters µ defining the peak position of the underlying Landau and Moyal, re-
spectively, are not identical with the MPV as shown in Figure 14.13. As can be
seen, the MPV is shifted towards higher values due to the convolution. This is
caused by the asymmetry of the Landau and Moyal, respectively.
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Figure 14.13: Comparison of the Landau/Moyal peak position and the MPV of
the according Gauss convolution.
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15 SENSOR THICKNESS

15. Sensor thickness

The method introduced in Section 11.2 in general can be used to determine the
weighted sensor thickness (see Section 11.1). For this, the ratio of the peak po-
sition µ and the scaling parameter ξ of a Landau distribution are used. Since it
has been found that the simple integrated Landau is not suitable to describe the
efficiency curves, this model can not be applied here and different approaches are
tested.
One way is to use the Langau model to obtain the Landau parameters µ and ξ
from the fit. The ratio of these values is calculated and with this the thickness
can be obtained according to Equation 11.12. The results for the ratio and the
thickness are depicted in Figure 15.1 and Figure 15.2.

Figure 15.1: Ratio µ
ξ
in the Langau model.

The sensor thickness show an HV dependence which seems exponential, reaching
from highly nonphysical sensor thicknesses below 0.1 µm up to O(108 µm). This
means, the relation between the ratio of the Landau peak position and width and
the sensor thickness as derived in Section 11.2 gets lost if the correction for thin
sensors (Gauss convolution as introduced in Section 10.3) is applied or systematic
errors, which will be discussed in Section 16, strongly compromise the result. As
not only the order of magnitude of the sensor thickness is not right, but also
the exponential HV dependence is not consistent with the sensor thickness model
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Figure 15.2: Sensor thickness from the ratio µ
ξ
obtained with the Langau model.

presented in Section 11.1, this approach does not work in the framework used
here. The ratios shown in Figure 15.1 depend exponentially on the HV, which
is not expected from Equation 11.12. Since the thickness depends exponentially
on the ratio and is expected to go roughly with the square root of the HV U (cf.
Equation 9.7) one would assume the following relation

µ

ξ
∝ 1

2 lnU + const. . (15.1)

The observed relation in Figure 15.1 deviates strongly from this dependence. For
a further study of the applicability of this approach, a quantitative knowledge of
the systematic errors is needed in order to correct for them.
A second approach is the following: Instead of using the Landau-specific ratio µ

ξ
one can look at the ratio of the MPV and the FWHM, which is defined for all
straggling functions. For the Landau, the MPV is given by µ and the FWHM is
≈ 4.018ξ (see Section 10.3) and therefore

µLandau
ξLandau

= 4.018 MPV

FWHM
. (15.2)

Thus, Equation 11.12 can be written as

t [µm] = e4.018 MPV
FWHM

−10.05 , (15.3)
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which can be applied to all models of straggling functions. The results obtained
with this are shown in figure Figure 15.3.

Figure 15.3: Thickness obtained from the ratio MPV
FWHM

for different models.

Also in this approach the order of magnitude for the sensor thickness is nonphys-
ical (< 0.1 µm) and the thickness rises exponentially with increasing HV values,
which is expected to be unrealistic as aforementioned.
However, in contrast to the first approach, the relation between the ratios of the
MPV and FWHM and the HV is more reasonable as for the exponential case
in Figure 15.1 for the ratios µ

ξ
obtained from the Langau model. The expected

behavior in this case is

r(U) := MPV

FWHM
∝ 1

8 lnU + const . (15.4)

This model can not describe the HV dependence of the ratios r(U) of the MPV
and FWHM.
Instead, a linear fit

r(U) = m · U + c (15.5)
for the skewed Gauss and skewed error function is found to work best, and a
function of the form

r(U) = a · lnU +m · U + c (15.6)
is fitted to the Langau and Gauss-convoluted Moyal. The results are shown in
Figure 15.4 and Figure 15.5 and the according parameters are listed in Table 15.1
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Figure 15.4: Linear fit to the ratio MPV
FWHM

for the skewed Gauss and skewed error
function model.

m c a
Langau 0.0036± 0.0007 0.51± 0.07 0.170± 0.029

Gauss-convoluted Moyal 0.0060± 0.0003 0.44± 0.03 0.113± 0.013
Skewed Gauss 0.007 77± 0.000 24 0.742± 0.014 -

Skewed error function 0.0079± 0.0004 0.825± 0.025 -

Table 15.1: Fit result parameters for the fits according to Equation 15.5 and Equa-
tion 15.6 with the voltages in V.

The fits for the Langau and Gauss-convoluted Moyal according to Equation 15.6
describe the data particularly well. Thus, it is assumed that they can be used
to determine the sensor thickness if a calibration is done. The knowledge of the
actual sensor thicknesses for the data points would allow for such a calibration
between the sensor thickness and the ratio MPV

FWHM
. It is therefore assumed that

with this calibration once done, the determination of the sensor thickness from
just the ratio of the MPV and FWHM of the underlying straggling function, which
can be obtained comparatively easy, is possible.

A problem with this method in general is the exponential dependence of the
thickness on the ratio of the MPV and the FWHM. This means, errors have to
be well in hand and understood quantitatively in order to correct for them. The
exponential dependence in Equation 15.3 means that the relative error of the
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Figure 15.5: Fit to the ratio MPV
FWHM

for the Langau and Gauss-convoluted Moyal
model.

thickness ∆t
t

is given by roughly four times the absolute error ∆r of the ratio
MPV
FWHM

:
∆t
t

= 4.018∆r . (15.7)
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Conclusion

16. Discussion and Summary

In this section the models and methods introduced in this thesis are discussed crit-
ically in view of the shown results, and potential possibilities for improvements
are presented.
First, a diffusion model for charges in silicon has been presented as a starting
point for a thereon based model for cluster formation in pixel detectors.
The characteristic quantity within this model is the diffusive spread of a parti-
cle given by the mean squared displacement (MSD). This quantity depends on
properties of the charge and the material in which it is moving, as well as on
the diffusion time. The material properties determining the spread show a strong
temperature dependence, which means significant uncertainties on the diffusion
had to be assumed for the model since the relevant temperature of the sensor
material in unknown and expected to vary over time and depending on the sensor
configurations. In order to minimize the systematic error that had to be regarded
for this, cooling of the sensor to a constant temperature and a logging of the tem-
perature to validate the cooling would be necessary.
The relevance of diffusion for signal generation in the MuPix10 has been assessed
for electrons created inside and outside the depletion region of the sensor, i.e. with
and without an external electric field. Subsequently, the MSD has been estimated
for the two cases. Since charge collection is only relevant if it contributes to the
signal height of the amplifier output, only charge collected before the signal peak
is reached has to be regarded. Therefore the relevant diffusion time for the MSD
calculation for an electron created outside the depletion zone is determined by the
time between the charge deposition and the reaching of the peak of the amplifier
signal. This time underlies statistical fluctuations and is also depending on the
overall charge deposition. Thus, the resulting MSD obtained for this case can
only be used as a rough estimation.
For the relevant diffusion time in the electric field of a p-n junction the drift time
of the charge towards the collection electrode has been used. To calculate this
time the mean electric field was calculated assuming a linear increase starting
from the depletion depth and towards the junction – homogeneously over the
whole pixel. This is known to be not completely right since in particular at the
corners the electric field differs. It is however assumed to be a reasonable approxi-
mation. A crucial point in this model is the linear dependence of the drift time on
the resistivity of the sensor, which is not known for the MuPix10 that was used.
With this linear dependence of the drift time on the resistivity, the MSD is only
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proportional to the square root of the resistivity, which in principle lowers the
effect of the propagated errors on the error of the MSD. But with the range of the
resistivity being as large as from 200 Ω cm to 400 Ω cm no significant predictions
are possible with the cluster size model, which is based on this diffusion model.
A more precise knowledge of the resistivity would be highly desirable.
The cluster size model introduced here uses a geometrical reasoning to obtain the
fraction of clusters of size 1 to 4 by assuming a charge spread of created charge in
the sensor. Depending on the position of the charge creation within one pixel the
formation of a cluster of according size is assumed. For this, one has to assume the
electric field to be the same over the whole sensor pitch which, as aforementioned,
is not correct at the edges and especially at the corners. Since these parts have the
largest impact on the cluster formation, this point is assumed to leave room for
improvements, e.g. by using more sophisticated electrical field models obtained
with TCAD. The incorrect electric field in the corners could well contribute to the
differences of clusters of size 3 and 4 between the model and the measured data.
If the electric field is lower in the pixel corners the drift time of charges created
there would increase leading to a larger charge spread and thus larger clusters of
size 3 and 4.
A difficulty in this model is the assumption of zero threshold. No data can be
taken with zero threshold, the consequence being that the cluster size has to
be extrapolated to this value from the cluster sizes obtained in a threshold scan.
This extrapolation is done with an empirical fit without physical motivation. This
means, the cluster size value at zero threshold obtained by this extrapolation de-
pends on the chosen fit model and is not necessarily reasonable. The results can
be improved by taking data with lower thresholds if procurable (a lower bound for
the threshold is set by the noise level at which the hit rate of the sensor becomes
to large to be read out).
Another uncertainty in this model is the initial spread of created charge due to
kinetic energy gained in a collision with an ionizing particle. The spread of this
has been estimated to be negligible for most charges, but the fraction of charges
for which this is not the case is assumed to be in the order of the fraction of clus-
ters of size 3 and 4. These fast charges can move away from the point of creation
and lead to cluster sizes larger than predicted by the model. This is consistent
with the result that the model in principle could work for clusters of size 1 and 2,
but deviations are obtained for clusters of size 3 and 4. Intrinsically, the model
deviates for clusters of size larger than 4. Such clusters can be produced by very
high energetic δ-electrons, which are not taken into account in the model.
Finally, the validation of the model regarding the prediction of a mean cluster size
is not possible since this value depends on the unknown resistivity. However, if the
model is assumed to be suitable for the determination of the mean cluster size the
resistivity obtained in turn is consistent with measurements that have been per-
formed and indicate the resistivity to be rather close to 400 Ω cm than to 200 Ω cm.

Furthermore, models for the straggling distribution of ionizing particles in sili-
con have been presented and a method to obtain the sensor thickness from only
the shape of a Landau distribution has been derived. This method has been ap-
plied to data obtained at a testbeam campaign.
In principle, the integral of the energy loss distribution of an ionizing particle
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yields the efficiency curve of a sensor. This assumption has been used for the
derivation of the relation between the distribution shape and the sensor thick-
ness. In the following possible deviations from this assumption are presented.
First of all, the actual straggling function is not known but only modeled mak-
ing certain assumptions (the full straggling function depends on the differential
energy loss cross section, which is not known exactly). Therefore, these models,
which are the starting point for the whole method used in the following, have to
be chosen carefully taking into account their applicability. Different models for
these functions have been used and the results are discussed below. However,
even with a perfectly suitable model for the straggling function further errors can
arise:
For a start, the energy loss which is described by the model of the straggling
function is not necessarily equal to the energy deposition. Energy that is lost
by the particle can in principle leave the detector. For radiative losses this is
nearly always the case for thin silicon detectors. For very thin sensors even fast
δ-electrons caused by ionization losses can leave the sensor in principle and remain
undetected. This has an effect on the distribution of deposited energy in a way
that its tail towards high energies becomes less pronounced.
A second, effect causing differences between the (integral of the) initially modeled
straggling function and the finally obtained efficiency curve is the non-linearity
of the amplifier. For the method used to determine the sensor thickness, a lin-
ear relation between the energy loss of a particle and the corresponding amplifier
output signal has to be assumed. This assumption is expected to be incorrect
especially for very high charge depositions in which the saturation of the amplifier
becomes important. This effect can be assessed and also corrected for by an en-
ergy calibration, which thus would be desirable for an improvement of the method
of the sensor thickness determination.
Further deviations are caused by the comparator, which does not respond to very
small ToTs and hereby causes an offset of the zero threshold for the actually
observed straggling distribution. Another effect causing differences between the
physical straggling function and the observed one is the recombination of charge
carriers in the sensor yielding an overall shift of the distribution.
The noise in the readout procedure is expected to be a minor problem if its extent
is known. In this case this can be regarded for by fitting a convolution of the
straggling function model with a Gauss of width corresponding to the noise.
The models for the straggling function in principle have to be cut at zero threshold
and at the amplifier saturation and set to zero beyond these cuts since signals in
these regions can not be obtained.
The performance of the different models for the straggling functions that have
been used is compared and discussed in the following.
As has been expected, the simple Landau distribution can not describe the energy
loss fluctuations in the thin sensors in which the effect of the in the Landau theory
assumed but incorrect energy loss cross section becomes perceptible.
The Moyal distribution with a smaller tail towards higher energies than the Lan-
dau is working empirically for very thin sensors. The reason could be that the
escape of δ-electrons plays an important role here making the small-tailed Moyal
distribution a suitable model.
The skewed Gauss and skewed error function are suitable functions that can be
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used to describe the efficiency curves empirically for the whole range of HV values,
and thus sensor thicknesses, applied here. For these models a clear dependence
of the fit parameters on the HV could be obtained. The models are empirical
and therefore no relation to physical quantities could be obtained. It is however
assumed that a calibration of these values to the sensor thickness can be done
and used universally. A problem with these models are the correlations of the fit
parameters, which are assumed to make the fit unstable.
The models using the Gauss-convoluted Landau and Moyal suit the data of the
efficiency curves well but also for these models strong parameter correlations are
obtained.
For the efficiency curves that have been fitted an error on the efficiency and on
the threshold of the corresponding efficiency data point is given. The error on
the efficiency becomes negligibly small for large statistics (many particle tracks).
In that case the threshold errors are dominating. Thus, for more precise results
of the efficiency curves it would be desirable to measure the threshold more pre-
cisely. In this case an estimation of the fluctuations of the threshold would be
possible and the dominating error. Furthermore, it has been found that to obtain
a stable fit of the efficiency curve, data in the low threshold region (efficiencies
close to 100 %) and for high thresholds (efficiencies close to 0 %) are needed. Mea-
surements in these regions are expected to improve the results of the fits and
also allow for an assessment of the validity of the used model in the region of high
energy transfers (tail region corresponding to low efficiencies, i.e. high thresholds).

With the different models fitted to the efficiency curve the underlying straggling
function parameters could be obtained and the method for the sensor thickness
determination could be tested.
At first, the meaning of the sensor thickness in this context has to be understood.
The sensor thickness in the physical model of the straggling functions corresponds
to the range in which an ionizing particle looses energy. Since, in the case of the
sensors used here, not all energy that is lost is actually measured, the thickness
corresponding to the measured deposited energy is considered to be the sensor
thickness. This is the thickness from which charge is collected and contributes
to the signal height. It has to be assumed that the contribution of the deposited
charge to the signal height depends on the depth in which the charge was created:
Charge created in the electronics part is assumed to be negligible since the chance
of it to be captured by the transistors is large. Charge created in the depletion
region is assumed to contribute fully to the signal meaning that every charge
created in this region is assumed to be collected and independently of where in
the depletion region the creation took place. Finally, charge created beyond the
depletion region can in principle contribute to the signal via diffusion as has been
aforementioned. The contribution is modeled to depend in a Gaussian shape on
the distance to the depletion region. A rough estimation for the width of the
corresponding Gauss can be achieved with the presented diffusion model. It is
not taken into account within this model that charge is possibly captured at the
backside of the sensor due to cracks or impure manufacturing.
With this a model for a weighted sensor thickness has been introduced, which cor-
responds to the sensor thickness used in the context of the method of the sensor
thickness determination from the shape of the straggling function.
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16 DISCUSSION AND SUMMARY

This method has been derived using the Landau theory and uses only the ratio
of the MPV and the width of the straggling distribution. Thus, in contrast to
the some other methods to determine the sensor thickness from the straggling
function no energy calibration is needed for this method. But a straight problem
is the derivation using the Landau theory since the Landau distribution is not
applicable for the thin sensors. Therefore, different approaches had to be taken.
The first one was to use the Landau parameters obtained from the suitable fit of
a Langau. However, the results that have been found in this case are nonphysical
and it thus has to be assumed that either the relation between sensor thickness
and straggling distribution shape derived from the Landau theory is lost for the
advanced method of the Gauss-convoluted Landau or the systematic errors dis-
cussed above compromise the results.
The second approach taken was to derive a relation between the universal param-
eters of the MPV and FWHM and the sensor thickness from the initially derived
relation. The results obtained with this also showed a nonphysical behavior lead-
ing to the conclusion that the introduced method either is not applicable for thin
sensors intrinsically due to a wrong model or the systematic errors are dominating
and have to be corrected for in order to make the presented method applicable.
Additionally, a big problem with the derived relation is the exponential depen-
dence of the sensor thickness on the parameters defining the shape of the straggling
function. This means the absolute error of the parameter in the exponent yields
the relative error of the thickness. This potentially results in such large errors
that no significant results can be obtained.

Finally, it is assumed that for a straggling function shape dependent sensor
thickness determination a calibration to a chosen property of the straggling func-
tion is required, which afterwards can be used universally.
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17 OUTLOOK

17. Outlook

In the course of this thesis data have been taken at a further testbeam campaign,
which will allow for an enhancement of the studies performed in the scope of
this thesis. Especially, the importance of diffusion is expected to be assessed
analyzing the data obtained in HV-scans for sensors of different actual thicknesses.
A qualitative study of this is possible even without an energy calibration.
However, as has been mentioned several times throughout this thesis, an energy
calibration is desirable anyhow. Important information on the sensor can be
obtained from such an, albeit complex, calibration and with the determination
of the sensor resistivity, this will also allow for a theoretical calculation of the
depletion depth and further checks of the models presented in this thesis.
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A NOISE HIT PROBABILITY

Appendix

A. Noise hit probability

The formula for the noise hit probability q due to reference layer inefficiencies is
obtained by the assumption of independent inefficiencies. In this case, the number
of inefficient reference layers for a particle track follows a binomial distribution
B(k|n, ι) with 0 ≤ k ≤ n being the number of inefficient reference layers, n = 3
the number of reference layers and ι the probability of one reference layer being
inefficient. The probability q is then given by the probability of at least one
inefficient reference layer times the probability εDUT of the DUT being efficient:

q = (B(1|3, ι) +B(2|2, ι) +B(3|3, ι)) εDUT (A.1a)
= (3ι(1− ι)2 + 3ι2(1− ι) + ι3)εDUT (A.1b)
= ι(ι2 − 3ι+ 3)εDUT . (A.1c)

For different efficiencies of the DUT and reference layers the probability q is plotted
in Figure A.1 and Figure A.2.

Figure A.1: Probability for a noise hit due to reference layer inefficiencies for dif-
ferent DUT efficiencies.
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Figure A.2: Probability for a noise hit due to reference layer inefficiencies for a
fully efficient DUT.
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B PIXEL RESOLUTION

B. Pixel resolution

The spatial resolution of a sensor with pixel size dx×dy is computed as following:
The probability distribution px(x) (exemplarily for the x-direction here) for a hit
within a pixel is equal for the whole pixel pitch and zero elsewhere since no spatial
information about the hit position within the pixel is provided. The probability
distribution has to be normalized and is therefore

px(x) = 1
dx
θ(x− dx/2)θ(dx/2− x) (B.1)

with the step-function θ(x). The mean µx of this distribution is zero and the
variance is

σ2
x =

∫ ∞
−∞

px(x)x2dx− µ2
x (B.2a)

= 1
dx

∫ dx/2

−dx/2
x2dx (B.2b)

= d2
x

12 . (B.2c)

This yields a spatial resolution of

σx = dx√
12
. (B.3)
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C SKEWED GAUSS DISTRIBUTION

C. Skewed Gauss distribution

The skewed Gauss distribution as presented in Equation 10.3 is applicable for
the description of straggling functions only empirically in a reasonable parameter
range. There are, however, fundamental systematic dissents from the physically
motivated straggling functions.
A skewed Gauss with scaling factor N is given (see Equation 10.3) by

f(λ) = N exp

−1
2

1(
σ0
λ−µ + σa

)2

 . (C.1)

This function does not, as expected for a straggling function, converge to zero for
high energies (λ→∞), but the limit is

f(λ→∞) = N exp
(
− 1

2σ2
a

)
. (C.2)

For a sufficiently small asymmetry, this however does not compromise the fit. E.g.,
for σa . 0.2 the ratio of the limit and the peak height at λ = µ is smaller than
10−5. The shape of the skew Gauss is depicted in Figure C.1 for a σa of 0.2 and
1.0, respectively. As can be seen, for σa = 0.2 the shape of a straggling function
in general is modeled adequately.
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Figure C.1: Comparison of a skewed Gauss with µ = 100, σ0 = 45 for two values
of σa.
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D ANALYTICAL EXPRESSIONS FOR THE MPV AND FWHM

D. Analytical expressions for
the MPV and FWHM

The MPV and FWHM of the straggling function models introduced in Section 10
are used for further analysis, in particular for the determination of the sensor
thickness according to the model introduced in Section 11.2. For the models of
the simple Landau and Moyal distribution and the skewed Gauss the MPV and
FWHM can be determined directly from the fit parameters. For the convolu-
tions and the skewed error function no closed expression for the MPV and the
FWHM have been found and they are computed numerically. The relations for
the analytical results are presented in the following.

D.1. Landau distribution

For the Landau distribution the determination of the MPV and the FWHM from
the fit parameters is plain. With the parametrization as in Equation 10.7 the
MPV is given by

MPV = µ (D.1)
and the FWHM is

FWHM = 4.018 · σ . (D.2)

D.2. Moyal distribution

To determine the MPV of the Moyal distribution given in Equation 10.8 one can
use the derivative

s′(λ) ∝ e−
1
2(λ+e−λ) (1− e−λ) != 0 (D.3)

⇔ e−λ = 1 (D.4)
⇔ λ = 0 . (D.5)

With the transformation in Equation 10.9 this means the peak position (MPV) is

MPV = µ . (D.6)

103



D.3 Skewed Gauss

With this, the FWHM is obtained by determining the positions λ1,2 at which the
function has the half of the height of the peak:

s(λ1,2)
s(0) = 1

2 (D.7)

⇔ λ1,2 + e−λ1,2 = 1 + ln
√

2 (D.8)

⇒ λ1 ≈ −1.30634 ∨ λ2 ≈ 2.28447 . (D.9)
To solve this equation the Lambert W function is used [54].
Regarding the re-scaling in Equation 10.9 the FWHM is then obtained as

FWHM = (2.28447 + 1.30634)σ = 3.59081σ . (D.10)

D.3. Skewed Gauss
As can be seen in Figure C.1 the skewed Gauss (defined in Equation 10.3) has two
extreme points. The same result can be obtained by investigating the derivative:

s′(λ) ∝ exp

−1
2

1(
σ0
λ−µ + σa

)2

 σ0(λ− µ)
(σa(λ− µ) + σ0)3

!= 0 (D.11)

⇔ λ1 = µ− σ0

σa
∨ λ2 = µ . (D.12)

The first result (λ1) is the minimum, which goes to minus infinity for small values
of σa. The maximum is at the position λ2 = µ yielding

MPV = µ . (D.13)

This value can be used to determine the FWHM from the two values λ3,4 at which
the function has half the height of the peak:

s(λ2)
s(λ3,4)

!= 2 (D.14)

⇔
(

σ0

λ3,4 − µ
+ σa

)2

= 1
2 ln 2 . (D.15)

For the relevant range of σa (see Appendix C) this is the case if

λ3 =
√
αµ+ σ0 − σaµ√

α− σa
∨ λ4 =

√
αµ− σ0 + σaµ√

α + σa
(D.16)

with the definition α = 1
2 ln 2 ≈ 0.7213.

Finally the FWHM can be computed by the difference of the two values:

FWHM = 2
√
ασ0

α− σ2
a

. (D.17)
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