
Quantitative Phase-Contrast Imaging and
Breast-Tissue Decomposition

Semester Thesis

Javier García Baroja
garciaja@student.ethz.ch

Affiliation:
X-ray Tomography Group

ETH Zürich, Paul Scherrer Institute

Supervision:
Supervisor

Prof. Dr. Marco Stampanoni
Adviser

Dr. Michał Rawlik

June 6, 2022



- This page was intentionally left blank -



Abstract

Breast cancer is, in absolute terms, the most common type of cancer. Although screening
programs notably reduce mortality, it accounts for one sixth of all cancer related deaths,
equivalent to 690, 000 annually.

The existing diagnostic methods are flawed as a result of their invasive nature, cost, or
radiation dose, among other reasons. X-ray imaging is the most widely used modality for
breast cancer diagnosis and screening. However, the current techniques only make use of
absorption contrast, which is not ideally suited for soft tissue imaging.

Talbot-Lau grating interferometry (GI) provides both attenuation and phase-contrast
(PC). Consequently, phase conveys additional contrast information to absorption that
can complement it as a diagnostic tool for mammography.

However, the large amount of data generated by this approach may turn into a short-
coming by adding pressure to the already saturated radiology departments. This creates
the need for computational tools that facilitate diagnosis and prognosis, andmakes it cru-
cial that analysis tools are developed in parallel to new imaging methods.

The present semester thesis is framed around the development of such computer aided
diagnosis (CAD) tools. The goal is to implement material decomposition on the Talbot-
Lau GI images to yield lipid, protein and water content. These masks carry key informa-
tion for diagnosis, given that tumors show a different composition from their surround-
ings.

This work proposes a method for material decomposition. The results show that the
imaging system is quantitative, which enables successful decomposition, and at the same
time, that artifacts play a substantial role in the correct functioning of this approach.

Therefore, despite the satisfactory outcome, further investigation is required to unveil
what the sources of the system’s artifacts are and how to correct them without losing the
quantitative quality it produces.

Keywords: breast imaging, X-ray imaging, phase contrast, grating interferometry,
computer aided diagnosis, material decomposition.
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Chapter 1

Introduction

Breast cancer is the most common cancer and the leading cause of cancer mortality for
women worldwide, accounting for one in every six cancer-related deaths [1]. In Europe,
the 5-year survival rate for females aged 47 to 54 (the height of diagnostic risk [1]) is
82.9% [2].

The statistics above underline the global interest in early detection of breast cancer. De-
veloped countries have X-ray mammography screening programs in place that effectively
reduce the rate of advanced breast cancer by 25%, as shown by S.W. Duffy et al. [3]. How-
ever, they have clear deficiencies, indicated by a false positive rate higher than 20% [4] for
screening that originates in the breast morphology itself or the limitations of the imaging
techniques. False negatives especially arise in dense-breast patients and are detrimental
because they transmit a false sense of security for the patient that can have fatal conse-
quences [5]. Finally, the screening programs show a risk of over-diagnosis of 23% [6].

X-ray imaging is the gold-standard in screening programs but it is not the only ap-
proach to breast cancer detection. Other modalities are also employed, but all have spe-
cific drawbacks, whether cost (microwave imaging, magnetic resonance imaging (MRI)),
high radiation dose (nuclear imaging) or spatial resolution (ultrasound) [7].

In any case, the X-ray imaging options are not perfectly suited either. Traditionalmam-
mography only provides two-dimensional (2D) information, hindering localization [8].
Digital breast tomosynthesis, despite its improved performance, is still unable to produce
sharp images. Although breast computed tomography (CT) produces three-dimensional
(3D) reconstruction without breast compression, it is limited by the weak absorption con-
trast of soft tissue which stems from the fact that it has low absorption coefficients and
consequently an intrinsically low absorption signal [9]. Hence the need for a more ap-
propriate method prevails.

The contrast in X-ray images discussed thus far results from the various amount of
absorption of the X-rays. This is not the only possibility: the refraction when an incident
X-ray beam penetrates an object can also be used for imaging [10]. In fact, it has been
shown that PC overcomes absorption in the typical energy range of mammography [11].

Talbot-Lau GI uses a clinical X-ray source and three lamella-like gratings. The Talbot
effect is created by a grating with parallel lamellas that forces a periodic phase shift on the
beam, resulting in a self-image of a periodic intensity pattern of parallel lines downstream.
The pattern will be distorted by coherent refraction of the sample, while small-angle scat-
tering will blur it. These two and the attenuation signal are sensed, which explains why
this approach is promising as a solution for the shortcomings of breast imaging.

1



1. Introduction 2

On a different note, it stands to reason that although moving to this type of imag-
ing holds great potential, the vast amount of information would intensify the pressure
experienced by the already saturated radiology departments [12]. The large amount of
data along with the shortage of radiologists is motivating the development of CAD sys-
tems [13].

The data must be quantitative in order for these approaches to be easily transferable
across patients and systems. Such is the case with Talbot-Lau GI imaging, which retrieves
the distribution of attenuation coefficients and refractive index decrements [14]. In the
energy range of mammography, PC and attenuation information are complementary and
allow for material decomposition into water, lipid and protein content [15]. This sepa-
rability is of clinical relevance because tumors have a distinct composition compared to
their surroundings [16].

The purpose of this study is to provide such a tool. This work implements an as-
sessment of the precision of the current imaging set-up and a method for the material
decomposition as a way to facilitate tumor detection and diagnosis.

This work has been performed at the X-ray Tomography Group, part of to the Paul Scher-
rer Institut (PSI), in collaboration with the adviser of the project.

In particular, the author has been responsible for the data pre-processing and prepa-
ration, method implementation, and evaluation of the results.

The remainder of this thesis is organized into the following chapters. Chapter 2 cov-
ers the theoretical background on X-ray imaging and reconstruction and briefly describes
the state-of-the-art in material decomposition. Chapters 3 and 4 detail the material and
methodologies followed throughout the project. Chapter 5 discloses the results and pro-
vides discussion aswell as an evaluation of the current limitations, followedby a summary
of the main outcomes in chapter 6.



Chapter 2

Background

This chapter provides the necessary theoretical basis to understand the design of the
project and the results it yields.

2.1 X-ray imaging

X-rays are a form of high energy electromagnetic radiation (EM)with a wavelength in the
Ångström (10−10 m) scale [17]. From the moment of their discovery byWilhelm C. Rönt-
gen in 1895 [18], their higher penetration capability has fueled their use in a number of
sectors (medicine, crystallography, security, etc.) to examine inner structures that would
otherwise remain unavailable or require destructive procedures.

2.1.1 Interaction of X-rays with matter

EM radiation interacts withmatter in three ways: photoelectric effect, Compton scattering
and pair production. Because of the energy range where X-rays fall being too low, only
the first two are relevant here [19], with their probability depending on various factors as
described in this section.

Both effects entail a loss of energy from the incident to the outgoing radiation, that is,
it is attenuated. The attenuation of X-rays through an object is described by Beer-Lambert
law [20]:

I =

∫ Emax

0
I0(E)e−

∫+∞
−∞ µ(E,x)dxdE. (2.1)

The intensity (I) of the beam is characterized in terms of a tissue linear attenuation
coefficient (µ) anddecreases exponentially. The value ofµdepends upon the energy of the
incident X-rays. Sometimes, it is simplified for a monochromatic beam and homogeneous
material, in which case it becomes

I = I0e
−µx. (2.2)

Photoelectric effect

All the energy of the photon is transferred to an electron in one of the atomic shells (typi-
cally inner) in an atom of the sample. This electron is ejected and leaves a vacancy that is

3



2. Background 4

occupied by an electron from an outer layer, which involves the emission of characteristic
radiation [21]. The probability of this event depends on the energy (E) of the incident
X-ray, the effective atomic number (Zeff) of the sample, and the material density (ρ):

Ppe ∝ ρ
Z3
eff

E3
. (2.3)

Compton Scattering

In Compton scattering, the interaction is also photon-electron, with the difference that
only a portion of the photon’s energy is absorbed. The X-ray photon diverts from its origi-
nal trajectory as a result of the event, whose probability (Pcs) only depends on thematerial
density (ρ) and the energy (E).

Pcs ∝
ρ

E
. (2.4)

The linear attenuation coefficient is the addition of the contribution of both effects
(µ = µpe+µcs). The attenuation coefficient is often characterized as the mass attenuation
coefficient µmass =

µ
ρ .

It has been shown how the photoelectric effect has a stronger dependency on energy
than Compton scattering. Therefore, it is the dominating factor for attenuation in the
lower energy range while scattering is so for the higher energies [22], as depicted in fig-
ure 2.1 specifically for soft tissue.

2.1.2 Complex index of refraction

Since X-rays are a form of EM, not only their photon model but also their wave model
and its phenomena should be considered. As such, some refraction is expected to happen
when the wave encounters a change in the medium of propagation [17].

Fig. 2.1. Soft tissue mass attenuation coefficient as function of energy [23].



2. Background 5

The complex refractive index for X-rays is usually given as

n = 1− δ + iβ, (2.5)

where the imaginary part (β) holds a relationship of proportionality with the linear at-
tenuation coefficient (µ) and is usually much smaller than and the real part (δ), known
as the refractive index decrement.

With these two definitions, the propagation of a wave with wave number k = 2π
λ and

amplitude A along the z direction in vacuum can be expressed as:

ψv(z, t) = Aei(kz−ωt) . (2.6)

In a medium n, the propagation becomes

ψn(z, t) = Aei(nkz−ωt) = ψv(z, t)e
i(1−δ)kze−βkz. (2.7)

It is clear from equation 2.7 that the imaginary part of the refractive index modulates
the amplitude and that, in that sense, the transmittance of the wave T after traveling a
distance d:

T (d) =
Im(z = d)

Iv(z = 0)
=

|ψm(z = d, t)|2

|ψv(z = 0, t)|2
= e−2βkz (2.8)

This expression allows to directly relate the attenuation coefficient to β through the
simplified form of Beer-Lambert Law in equation 2.2 as

µ = 2kβ. (2.9)

On the other hand the refractive index decrement is defined as

δ =
r0h

2c2ρe
2πE2

. (2.10)

with r0 the classic electron radius, h Planck’s constant, c the speed of light in vacuum, ρe
the electron density, and E the energy of the X-ray. Furthermore, the electron density can
be obtained from its mass density ρmass, the mass fractions w, mass atomic numbers A
and real part of their atomic scattering factors in the forward direction f1 of each of the
elements i that compose it [17]:

ρe = ρmass

∑
wi
NA

Ai
f1i . (2.11)

It should also bementioned that the phase difference (ϕ)may be expressed as function
of the decrement index (δ) as

ϕ = kδ. (2.12)
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As a result, the following line integrals indicate the cumulative phase shift (Φ) of the X-ray
beam after passing through a material of thickness z [24]:

Φ =

∫
ϕ(r)dz. (2.13)

Both the discussed effects of absorption and and refraction as explained by the com-
plex index of refraction can be visualized in figure 2.2.

Fig. 2.2. X-ray absorption (red) and phase shift (green) after a change of medium. Inspired by
course material from MNT course.

2.2 Grating interferometry

The early uses of X-rays were for medical imaging of bones because of their elevated ab-
sorption. It was only relatively recently discovered that their phase shift may also be used
to generate signals after which Bonse and Hart proposed the first X-ray phase-contrast
method in 1965 [25]. It was the later discovery of X-ray propagation PC in 1995 [26] that
fueled the interest in this type of imaging [27].

Among the existing PC techniques (crystal interferometry, diffraction enhanced imag-
ing, free-space propagation, etc.), GI [28, 29] is conspicuous because of its capability to
separately reconstruct for absorption, PC and small angle scattering. It is a differential PC
method, which implies it records the derivative of the phase of the wavefront. Another
strength of GI is that upon the addition of a third grating (G0) before the sample, it can
be adapted for low coherence and brilliance sources, that is, for traditional X-ray tubes, as
was shown in [29].

2.2.1 Hardware and working principles

Figure 2.3 depicts the principle of a grating interferometer. The approach is based on
detecting fringe positions and determining the form of thewave front from them. The first
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grating functions as a beam splitter, creating a phase shift that causes interference fringes
at particular distances behind G1 due to the Talbot effect. Local fringe displacement is
caused by perturbations of the incident wave front, such as those caused by refraction
on a beam object. Because the pitch of G1 falls in the micrometer scale, detectors cannot
directly discern fringe location because of their bigger pixel sizes.

An analyzer grating (G2) is employed as a consequence. It works translating local
fringe location into signal intensity fluctuation, and should have the direction and pitch
of the fringe pattern [28].

The so-called Talbot interferometer only generates meaningful images if the source
is temporally and spatially coherent. This can be achieved under a few circumstances:
with synchrotron sources (inapplicable to the clinic), with micro-focus X-ray tubes (low
power), or liquid-metal jet source (expensive). Therefore, the technique is not easily
transferable to a clinical set-up. This issue is tackled by the introduction of a third grat-
ing (G0) at the source. The configuration is known as a Talbot-Lau interferometer and it
generates a series of individual sources that become coherent at the position of G1 [31].

After an acquisition with said geometry, it is necessary to separate the differential
phase signal from that of absorption and small angle scattering. The system employs
phase-stepping for this goal. One of the gratings is displaced over one period in the direc-
tion yg as depicted in figure 2.3. An image is saved for each of the steps of this movement.
The intensity signal oscillates as a function of the position of the displacing grating for
each pixel (see figure 2.4) [24]. In order to be able to retrieve the signals, it is necessary to
use a reference measurement, typically referred to as a flat scan that tells about the shape
of the wavefront without the distortions introduced by the phase object.

The phase shift in the intensity oscillations (φ) can be easily related to the differential
wavefront phase profile (Φ) if the wavelength (λ), distance between G1 and G2 (d) and
the pitch of G2 (g2) are known [29]:

∂Φ

∂y
=
g2φ

dλ
. (2.14)

Fig. 2.3. X-ray grating interferometer. Through the arrangement established by the gratings G1
and G2, a phase object in the beam path induces a tiny deflection of x rays, modifying the
locally transmitted intensity. Figure using material from [30] and MNT course material.
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(a) Absorption Signal. (b) Diff. Phase Signal. (c) Dark-Field Signal.

Fig. 2.4. Signal Retrieval in Talbot-Lau Interferometer. The three signals that can be differentiated
on a per pixel basis thanks to phase-stepping are (a) absorption contrast, (b) differential
phase contrast and (c) dark field or small angle scattering signal.

2.3 X-ray tomography

The goal of this section is to explain how the volume distributions of the refractive decre-
ment (δ) and the absorption coefficient (µ) can be retrieved from the absorption and dif-
ferential phase signals from GI.

2.3.1 Computed Tomography

CT is amethod for 3D reconstruction of the structure of the sample from a series of images
taken at various angles, assuming that these projections correspond to the line integral of
a physical quantity across a set of parallel planes [32]. For themathematical description of
CT, the object will be simplified to 2D (f(x, y)) and only parallel ray reconstruction will
be covered. With the geometry and notation from figure 2.5, the set of all line integral
or projection for all angles (P (θ, ℓ)) is known as the Radon Transform (R{f(x, y)}, see
equation 2.15) [33]. It can be represented by a sinogram, that uses θ and ℓ as coordinates.

R{f(x, y)} = P (θ, ℓ) =

∫ ∞

−∞

∫ ∞

−∞
f(x, y)δ(x cos θ + y sin θ − ℓ)dxdy, (2.15)

where ℓ is a line through the object at a given angle (θ) and δ the Dirac delta function.

Fig. 2.5. The geometry of lines and projections [32].
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ℓ = x cos θ + y sin θ. (2.16)

Now, moving into the Fourier domain:

F{P (θ, ℓ)} = P̃ (θ, ν) =

∫ +∞

−∞
P (θ, ℓ)e−2πiνℓ =

=

∫ +∞

−∞

∫ +∞

−∞
f(x, y)e−2πiν[x cos θ+y sin θ]dxdy =

= f̃(ν cos θ, ν sin θ) =

= F{f(x, y)}.

(2.17)

The relationship between the 2DFourier transform(FT) of the scanned object (f̃(ω cos θ, ω sin θ))
and the 1D FT of its projection at a given angle (P̃ (θ, ω)) exemplified in equation 2.17 is
known as the Fourier Slice Theorem. It shows that the FT of the projection is a slice of the
FT of the of the object at the same angle that the projection was acquired [32].

Filtered Back-projection

Filtered back-projection (FBP) is the most common method for tomographic reconstruc-
tion. It can be derived from equation 2.17 by applying the inverse Fourier transform (IFT):

f(x, y) = F−1{f̃(u, v)} =

∫ +∞

−∞

∫ +∞

−∞
f̃(u, v)e2πi|ux+vy]dudv =

=

∫ 2π

0

∫ +∞

0
f̃(νcosθ, νsinθ)eiν[x cos θ+y sin θ]νdνdθ =

=

∫ 2π

0

∫ +∞

−∞
P̃ (θ, ν)νeiνℓdνdθ =

=

∫ π

0

∫ +∞

−∞
P̃ (θ, ν)|ν|eiνℓdνdθ.

(2.18)

The term |ν| in equation 2.18 gives the name to this method. It corresponds to the so-
called ramp filter and assigns higher weight to the higher frequencies, which have a lower
sampling density. If not accounted for, this would be translated in a loss of fine detail,
as is seen in simple back projection. Additionally, it should be pointed out that at least
Nθ,min = Npixels

π
2 for a reconstruction with good quality.

2.3.2 Reconstruction in grating interferometry

Having set the basis of tomographic reconstruction, the next step is to apply it to the
signals retrieved from GI, both for absorption and PC.
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Absorption reconstruction

As established in section 2.2.1 and visualized in figure 2.4, the absorption signal is ob-
tained from the average value of the intensity oscillations. The incoming intensity before
and after the interaction with the sample (I0, I) corresponds to the mean value of the
oscillations from the scans without and with the sample in the beam propagation trajec-
tory respectively. From this, according to Beer-Lambert law (equation 2.2) the attenuation
coefficient (µ) can be related to the signal:

log
Īobject(steps)

Īflat(steps)
= log

I0
I

=

∫
µ(x′, y′;E)dx′ (2.19)

These quantities can be linked to what was covered so far to apply FBP to it:

f(x, y) = µ(x, y;E), Pθ(ℓ) = log
I0
I

(2.20)

Hence, the distribution of attenuation coefficients (µ(x, y)) can be effectively recov-
ered.

Phase reconstruction

The reconstruction of the refractive decrement distribution (δ(x, y)) is more complex be-
cause of the differential nature of the signal that is obtained from GI. Combining equa-
tions 2.13 and 2.14, the recovered signal (φ) can be linked to the differential phase shift in
the wavefront ( ∂Φ

∂y′ ) as:

φ =
λd

g2

∂Φ

∂y′
=

=
λd

g2

∂

∂y′

∫
ϕ(x′, y′)dx′ =

=
2πd

g2

∂

∂y′

∫
δ(x′, y′)dx′.

(2.21)

where d is the distance between the G1 and G2 and g2 is the pitch of G2. The visual
representation is given in figure 2.6. The goal for reconstruction is to find the relation-
ship between ϕ and ∂ϕ

∂y′ . In order to establish such relationship, let’s make the following
associations to use the notation from F. Pfeiffer et al., where ω and y′ substitute θ and
ℓ [30]:

G(y′, w) =

∫
ϕ(x′, y′)dx′, D(y′, w) =

∫
∂ϕ(x′, y′)

∂y′
dx′. (2.22)

Therefore, the interest is to find the link between the Radon Transform of the projec-
tions G(y′, w) and the signal D(y′, w). Let’s start by moving to the Fourier domain:
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F{D(y′, w)} = D̃(ν, ω) =

∫ +∞

−∞

∫ +∞

−∞

∂ϕ(x′, y′)

∂y′
e−2πiνy′ =

=

∫ +∞

−∞
([ϕ(x′, y′)e−2πiνy′ ]+∞

−∞ + 2πiν

∫ +∞

−∞
ϕ(x′, y′)e−2πiνy′)dx′ =

= 2πiν

∫ +∞

−∞

∫ +∞

−∞
ϕ(x′, y′)dx′e−2πiνy′dy′ =

= 2πiνD̃(ν, ω) =

= F{G(y′, w)}.

(2.23)

After reaching this point, the phase shift ϕ(x, y) can be recovered using the IFT and
the Fourier Slice Theorem as:

ϕ(x, y) = F−1{ϕ(u, v)}
∫ +∞

−∞

∫ +∞

−∞
ϕ̃(u, v)e2πi(ux+vy)νdxdy =

=

∫ 2π

0

∫ +∞

−∞
ϕ̃(νcosω, νsinω)νe2πiν(xcosω+ysinω)dνdω =

=

∫ 2π

0

∫ +∞

−∞
G̃(ν, ω)νe2πiνy

′
dνdω =

=

∫ π

0

∫ +∞

0
G̃(ν, ω)|ν|e2πiνy′dνdω.

(2.24)

If the relationship from equation 2.23 is applied on the final line from equation 2.24:

ϕ(x, y) =

∫ π

0

∫ +∞

0
G̃(ν, ω)|ν|e2πiνℓdνdω =

=

∫ π

0

∫ +∞

0
D̃(ν, ω)

|ν|
2πiν

e2πiνℓdνdω =

=

∫ π

0

∫ +∞

0
D̃(ν, ω)h̃(ν)e2πiνℓdνdω.

(2.25)

Fig. 2.6. Projection geometry for phase signal [30].
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The result from equation 2.25 is similar to FBP except in this case the filter is given by
h̃(ν), which corresponds to the Hilbert filter in the space domain. From equation 2.21, the
refractive decrement distribution (δ(x, y)) can be directly calculated from the wavefront
phase shift (ϕ(x, y)).

2.3.3 Artifacts in tomography

Most medical imaging technologies produce characteristics that do not reflect a true item
within the sample. Artifacts are non-essential traits that may either conceal key aspects
or be misinterpreted as anomalous results. The most important in tomographic imaging
are [34]:

• Beam hardening. It only affects absorption imaging, and arises from the significant
beam attenuation caused by certain materials and as a consequence of the attenua-
tion dependency on the energy since the X-ray beam is effectively polychromatic. It
shows as broad dark bands or streaks [32].

• Ring artifact. It is the most common artifact in CT. A circular artifact will appear if
one of the detectors on a third-generation (spinning x-ray tube and detector assem-
bly) scanner is out of calibration [35]. In the sinograms, they show as line artifacts,
that tell the element that should have acquired that row/column was faulty.

• Center of rotation artifact. Tomographic reconstructions often assume that its lo-
cation of the center of rotation is known, however this is not always the case. if the
presumed center of rotation is wrong, the reconstruction will show half-moon arti-
facts and stripes, which follow different directions depending on whether the used
center of rotation is higher or lower than the real one. The error is different in each
slice so it should be corrected for separately [36].

• Angular undersampling. One of the defining elements in CT quality is the number
of projections employed for reconstruction. Angular undersampling leads to view
aliasing, in which stripes radiate at a distance from the border of a dense object [37].

2.4 Material decomposition

In medicine, lipid, protein, and water content is an important indication of sickness pro-
gression. Tumors have a two-fold greater water content than normal tissue, but have 45
% lower lipid content [38, 39]. Collagen content, a crucial structural protein, increases in
breast tissues [40,41]. Hepatic steatosis is the abnormal accumulation of lipids in the liver
(may reach over 5 % fat in mass) [42]. As is the initial sign and symptom of nonalcoholic
liver disease, which affects 20–30 % of the adult population [43], it is of interest for early
diagnosis.
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The differentiation of the lipid, protein, and water content has traditionally been as-
sessed through different histopathology slide staining and analysis methods [44]. De-
spite functional, it is not an ideal technique, since it is invasive. CT-based methods would
therefore be more suited, but absorption imaging is of limited applicability in soft tissue
imaging. Only for tissues containing lipid is it possible to quantify the amounts of the
other two components because of the low contrast that is otherwise achieved.

Discrimination between materials is of key importance for a variety of fields, not just
clinically. This process, known as material decomposition is one of the applications of CT
because of quantitative nature and the direct connection between the attenuation coef-
ficient and the mass density. This section will go through the approaches that use only
absorption and proceed with the novel use of PC for material decomposition.

2.4.1 Using dual energy absorption imaging

Many methods have been presented thus far working on either the pre- [45–47], or the
post-reconstruction [48–52] regime. Most of these methods make use of dual energy or
spectral CT, which is a CT technology that employs two distinct X-ray spectra to probe
materials with varying attenuation qualities at various energies [19].

The methods are based on the idea that the mass attenuation of a material (µm) with
two or more components can be expressed as the weighted average of the coefficients of
its N individual basis materials (µm,i), that is:

µm(E) =

N∑
i=1

wiµm,i(E), (2.26)

where wi are the corresponding mass fraction of each of the constituent parts (what
is to be found). For spectral CT, two different energies are used, which means that the
decomposition would be effective for only two basis materials. Assuming that∑N

i wi = 1

allows expansion to three materials [51].

2.4.2 Using phase and absorption imaging

Given the recent development of PC X-ray imaging techniques, the same approach can
be used substituting the attenuation coefficient from a second energy for the refractive
decrement that they retrieve.

This can be advantageous when dealing with biological samples that yield poor con-
trast in absorption imaging, which hinders the separability in material decomposition.
The complementary information provided by the PC images was explored by Willlner et
al in [15] for protein, lipid and water as basis materials.
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Materials

This section briefly discloses the resources that have been used for the development of the
project, detailing the imaging setup, sample properties and the software tools employed
to tackle the decomposition problem.

3.1 Static set-up

The GI geometry is displayed in figure 3.1. The X-ray source corresponds to the model
MXR-225HP/11 manufactured by Comet Holding AG, operated at 70 kVp and 200 mA.
The detector matches a DECTRIS® prototype with a 750 µm thick CdTe sensor, a pixel
size of 75 µm and a size of 256× 3072 px. In terms of the geometry, the distance between
the source and the center of rotation (a) is of 1030 mm, and that between the rotation
center and the detector (b) of 740mm. It is a 4.2 µm-pitch symmetric setup with G1 for a
π-shift at 46 keV.

3.2 Phantom proprerties

Two polymethyl methacrylate (PMMA) phantoms with the same design were used for
this project. They are cylindrical and have cylindrical cavities that were filled with differ-
ent materials, as follows:

• Phantom 1. Acetone, canola oil, distilled water, ethanol and glycerol.

Fig. 3.1. GI geometry. Figure from [53].

14
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• Phantom 2. Canola oil, distilled water, ethanol and polyoxymethylene (POM).

For reference, the mass fraction element composition of each of these materials is in
table 3.1. The average density and composition of canola oil was retrieved from [54].

TABLE 3.1. COMPOSITION OF PHANTOM ELEMENTS

Material Formula density [kg/m3] H C O
Acetone C3H6O 784 0.104 0.620 0.275
Canola oil - 915 0.119 0.760 0.121
Ethanol| C2H6O 789 0.131 0.521 0.347
Glycerol C3H8O3 1260 0.088 0.391 0.521
PMMA C5O2H8 1180 0.081 0.600 0.320
POM CH2O3 1410 0.067 0.400 0.533
Water H2O 1000 0.112 0 0.888

It should be mentioned that the phantoms had radii of 2.5 and 3 cm, with wells of 0.7
cm of radius. Figure 3.2 shows a schematic of the phantoms and images of them as they
were scanned.

3.3 Meat properties

A small piece of bacon was scanned to evaluate the effectiveness of the decomposition
method on an approximation of human tissue. It was vacuumed, submerged in water
and attached to the bottom of the PMMA container using double-sided tape and a POM
platform, as can be observed in figure 3.3.

For reference, the composition of pure proteins and lipids was taken from [55], while
the average protein density was found in [56]. The specifics in table 3.2. The chosen lipid

(a) Phantom 1. (b) Phantom 2.

Fig. 3.2. Scanned phantoms. From left to right and top to bottom, phantom 1 in (a) is filled with
ethanol, acetone, glycerol, canola oil and water. In the same order, phantom 2 (b) is filled
with glycerol, POM, canola oil, ethanol and water.
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is glycerol trioleate because it belongs to the family of triglycerides, main components of
adipose tissue.

TABLE 3.2. COMPOSITION OF LIPIDS AND PROTEINS

Material density [ kg
m3 ] H C N O S

Protein 1410 0.066 0.534 0.170 0.220 0
Glycerol trioleate 921 0.118 0.774 0 0.108 0.010

3.4 Software

This project has been developed in Python™ v3.8 in the 64 bit version. Several steps of
the preprocessing made use of the NeuTomPy [57] and TomoPy [58] toolboxes while
reconstruction made use of the ASTRA Toolbox [59].

(a) Profile view. (b) Top view.

Fig. 3.3. Scanned bacon piece. Top was covered with plastic wrap to prevent splashes.
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Methods

This section presents all the steps followed for the development of the project. All the data
that is mentioned was acquired with the static setup of the GI in the lab at PSI. The data
served two tasks: (1) assessing the precision of the system in retrieving the attenuation
coefficient and refractive decrement values and (2) implementing material decomposi-
tion.

4.1 Sample preparation and scanning

This is intended as an outline of how the tomographic acquisitions were performed, stat-
ing all the steps of acquisition and pre-processing until the extraction of the reconstructed
volume. It is worth mentioning that a vertical scan was performed as a first step to select
the part of the sample that will be scanned. Additionally the alignment of the gratings
was also checked beforehand. The rest of the steps were as follows:

1) Acquisition details. It used a cone beam geometry for both the flat-field and the
tomographic measurements. One scan was performed on phantom 1, while there
were 11 for phantom 2 and the bacon sample.

i) Flat-field measurements were taking before and after every scan to account for
any instabilities arising while the sample is imaged. The acquisition lasts 10 s.

ii) Phase steps: 5 with one full rotation of the sample per step.
iii) Number of frames. With a frame rate of 10 and 20 frames/s for the first and

second phantom respectively, taking 1 min to do the rotation, there were 600

and 1200 frames/step.

2) Signal retrieval

i) Binning. The amount of pixels was reduced by four by averaging the intensity
values of 4 pixels.

ii) Flat-field averaging. All the frames in each flat scan are averaged.
iii) Signal retrieval. The real period of the intensity sinusoidal that is recorded

per pixel along steps is obtained using the flat-field data. With it, the phase
(α), intensity (I) and visibility (v) signals are obtained using least squares
to fit asinx + bcosx + c to the sinusoidal. Given that asinx + bcosx + c =√
a2 + b2 cos(x− α) + c:

17
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I = c, α = −tan−1(
a

b
), v =

√
a2 + b2

c
(4.1)

iv) Relation to the wavefront. The previous step yields one sinogram per signal, but
it is not related to the wavefront but to a generic sinusoidal that is used as
reference. The relation to the wavefront also serves as flat-field correction and
allows to retrieve values for the attenuation line integrals, the pattern phase
shift (φ) and line integrals of diffusion:∫

µdx = log
Iflat
I

, φ = α− αflat,

∫
εdx = log

vflat
v

, (4.2)

with ε the diffusion coefficient. As was covered in equation 2.21, the pattern
phase shift can be related to the differntial accumulated phase shift in thewave-
front as ∂Φ

∂y = g2φ
λd . Thus, the three sinograms are obtained and effectively re-

lated to their physical meaning. It should be noted that the diffusion data will
not be mentioned further in this report as it does not pertain the scope of the
project.

3) Sinogram processing. This step reduces the effects of some of the common artifacts
in tomographic imaging.

i) Beam hardening correction. Using data from a past measurement of PMMA
plates without the gratings, the relationship between the intensity of the beam
and the thickness of the plates was found per pixel. The inverse of that rela-
tionship was used for correction as is the current approach in the lab.

ii) Center of rotation adjustment. the center of rotation is found through and the
sinogram columns shifted accordingly.

iii) Ring artifact removal. Found to be one of the most notorious problems, it was
addressed with the NeuTomPy toolbox before reconstruction, which works in
the Fourier-Wavelet space, while after the reconstruction a method from the
TomoPy toolboox was employed.

4) Reconstruction uses the ASTRA Toolbox, which requires to specify the geometry
(cone-beam), and the method to be employed for each reconstruction: FBP for the
attenuation sinograms and simple back-projection to the phase-shift sinogram after
the Hilbert filter has been applied projection-wise (each sinogram row). The re-
construction therefore yields the linear attenuation and refractive index decrement
distributions µ(x, y) and δ(x, y).

Before further discussion, it should be mentioned that despite interest in generating a
continuous phase map, it was not possible to perfectly align the three G2 gratings. That
created discontinuities (see figure 4.1) that impacted the quality of the reconstruction as
an artifact source.
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Fig. 4.1. Flat field phase map of the grating interferometer.

4.2 System assessment

Once the reconstructed volumes were available, the the precision of the system in retriev-
ing the linear attenuation coefficient (µ(x, y)) and refractive index decrement (δ(x, y))
was evaluated. The idea was to compare the values of the reconstructed to the theoretical
values of each of the materials in the phantoms. This involved several steps, disclosed
henceforth.

4.2.1 Calculation of retrieved values

The procedure to obtain the µ and δ for each material consisted in calculating the mean
and standard deviation (x̄ ±∆x) of each material region. Before averaging, both recon-
structions were smoothed using 3D anisotropic diffusion. The choice of this filter was
based on the fact that it performs no smoothing across edges unlike gaussian smoothing,
which allowed for it to be used in the slice plane. It did not homogenize the influence
of ring artifacts, which was sought after. Succeeding to smoothing, the vertical profile of
each material was analyzed to determine which range of slices was to be averaged (top
and bottom did not contain the filling materials).

4.2.2 Calculation of effective energies and theoretical values

Both µ and δ are dependent on the energy of the beam spectrum. That means that a value
needs to be found to be used as reference when the theoretical values for each material
are calculated. With this in mind, the mean values µ̄ and δ̄ for PMMA were selected to
calculate the effective energy for each material, separately for the µ and δ reconstructions.

Effective energies

In the case of the attenuation coefficient, the element mass attenuation coefficients from
theNational Institute of Standards and Technology (NIST) database [60]were used along
with the material composition as listed in table 3.1 through

µL = ρm

N∑
i=0

wiµm,i, (4.3)

where the linear attenuation coefficient (µL) comprised of N elements is found by the
weighted average of the mass attenuation of each of the elements (µm,i) using their mass
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fractions (wi) and the mass density of the material (ρm).
The theoretical µL for the energy range of 30 − 100 keV was obtained, followed by

interpolation of µ̄ to retrieve the corresponding energy value, taken as effective energy
for attenuation (Eµ).

The procedure to get the effective energy for refractive decrements (Eδ) was identical.
It used equations 2.10 and 2.11 with table 3.1 and f1 values from the database for X-ray
applications (DABAX) [61, 62] to calculate the theoretical δ values in the same energy
range, followed by interpolation of δ̄ to determine Eδ.

Theoretical values

With Eµ and Eδ it was possible to retrieve the theoretical values of the attenuation coeffi-
cients (µt) and the refractive index decrements (δt) via interpolation, againwith the NIST
and DABAX tables respectively.

4.2.3 Measurement of precision

Having µt, δt, µ̄ and δ̄, the precision of the system was evaluated using the relative uncer-
tainty of each µ̄i and δ̄i as well as the relative error with respect to µt,i and δt,i

Uncertainty[%] = 100× ∆x

x̄
. (4.4)

Error[%] = 100× |xt − x̄|
xt

. (4.5)

4.3 Material decomposition

The idea behind material decomposition for attenuation was overviewed in section 2.4.1.
Equation 2.26 can be expressed in terms of the linear attenuation coefficients (µl) as

µl = ρmµm = ρm

N∑
i=0

wiµm,i =

= ρm

N∑
i=0

wi
µl,i
ρm,i

=

= ρm

N∑
i=0

mi∑N
j=0mj

µl,i
mi
Vi

=

=

∑N
j=0mj∑N
j=0 Vj

N∑
i=0

µl,i
Vi∑N

j=0mj

=

=

N∑
i=0

Vi∑N
j=0 Vj

µl,i =
N∑
i=0

γiµl,i.

(4.6)



4. Methods 21

The expression assumes the object is an ideal mixture (such that volume conservation
applies), where γi is the volume fraction of each basis material. A similar expression may
be found for δ following the same rationale:

δ =
N∑
i=0

γiδi. (4.7)

To allow for three-material decomposition, an additional constrain is needed. In this
case, it is assumed that the tissue is exclusively composed byprotein, lipid andwater. With
P , L andW the volume fractions of the three components, the system of linear equations
can be written in matrix form as:µδ

1

 =

µl µp µw

δl δp δw

1 1 1


LP
W

 = A

LP
W

 , (4.8)

where µl, µp, µw, δl, δl, δl are the µ and δ values for pure protein, lipid and water, which
can be calculated for a certain energy using the NIST and DABAX tables together with
the mass fractions from table 3.2. As for the phantoms, the effective energy calculation
took PMMA as reference. The average values for the thermoplastic were extracted from
circular regions in the walls of the container, as were those from a section of the same size
for water.

The values of each voxel do not entirely correspond to the physical entity that is re-
constructed. Instead, there there is an additional contribution from noise and artifacts,
denoted here as e. Hence, equation 4.8 becomes

y = Aγ + e. (4.9)

The solution that minimizes the error term can be found through least-squares as:

γ̂ = (ATA)−1AT y. (4.10)

The ideal implementation of least-squares should be bounded to the range [0, 1] since
the solution is found for volume fractions. The bounded approach from SciPy was not
used for timing reasons, being replaced with the non-negative version, which provided
sufficient regularization.
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Results and Discussion

The results obtained in the methods will be presented and discussed in this section, start-
ing with the evaluation of the system’s precision, continuing with the analysis of material
decomposition.

5.1 Image acquisition

The results from the acquisition and pre-processing parameters as specified in section 4.1
can be visualized in figure 5.1. The images, despite sharp, are not devoid of artifacts:
rings are pronounced in all three scans. The fact that they are not smoothed for Phantom
2 and the bacon sample indicates that they are stable (see figures 5.1.b and 5.1.c), given
that they are the average of 11 scans. They may originate from an imperfect alignment of
the G2 gratings, which would exert a continuous influence on the signal throughout the
scanning session. As will be discussed subsequently, the influence of these artifacts on
the final results is not minor, since they alter the values of the attenuation and refractive
index decrement separating them from their ideal value.

The selection of slices used for the retrieval of the mean values was restricted to 108
slices (8 to 115) as that was the region that maintained a constant value (after smoothing)
for all the materials (see figures A.1 and A.2).

5.2 System assessment

5.2.1 Calculated values

Following the described procedures and taking PMMAas reference, the effective energies
are Eµ = 50.61 and Eδ = 46.68 keV for Phantom 1 and Eµ = 49.64 and Eδ = 49.60 keV for
Phantom 2. All the values are higher than the 46 keV the interferometer was designed for
as a consequence of the beam hardening after traversing the sample, but it is comparable
for all measurements (with a standard deviation σ = 1.32).

Tables 5.1 and 5.2 contain the results of the retrieval of the mean attenuation coeffi-
cients and refractive index decrements with their respective standard deviation and the
values at estimated effective energies (x̄±∆x and xt).

22
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(a) Phantom 1.

(b) Phantom 2.

(c) Bacon sample.

Fig. 5.1. Center slice of acquired volumes. Phantom 1 (a) was only scanned once. The average of
11 scans is shown for Phantom 2 (b) and the bacon sample (c).
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5.2.2 Analysis of results

Figures A.3 and A.4 offer a clear overview of the results. The histogram of the volumes
of both phantoms and for both attenuation and PC after smoothing shows very distinct
peaks that can be closely linked to mean values displayed in tables 5.1 and 5.2. A closer
look at the individual histograms from each of the considered cylindrical regions quali-
tatively portrays that the system is indeed precise, since there are only small differences
between the effective and mean values of µ and δ.

Because of the lack of across-edge smoothing, the individual histograms also show
the impact of the ring and shadowing artifacts as a secondary normal distribution to the
main mean peak. This is especially notorious in the PC volumes, where the shadowing
artifacts extend into larger regions. The effect it has over the δ̄ is manifest in the glycerol
and canola oil wells from Phantom 2.

Quantitatively, the precision is shown in the values of percentage relative uncertainty
and error from table 5.3. There, it can be observed that both measures are generally lower
for Phantom 2, which stems from the better statistics provided by the averaging of the 11
scans that comprised the scanning session. At the same time, the results are inferior for
the refractive index decrements compared to attenuation coefficients, partly a result of the
shadow artifacts.

Starting with attenuation, uncertainty, which reveals how dispersed the distributions
are, is low. It is highest for ethanol in both phantoms. Although the ring is present in
both ethanol cylinders does not deviate the µ̄ from the one expected at Eµ given that it
still falls close to the peak of the distribution as shown by the histograms, it increases

TABLE 5.1. PHANTOM 1 ATTENUATION AND REFRACTIVE
DECREMENT

Material µ̄ ∆µ µt δ̄ ∆δ δt
Acetone 0.176 0.009 0.168 8.63E-08 4.37E-09 8.25E-08

Canola Oil 0.195 0.007 0.194 9.43E-08 6.22E-09 9.75E-08
Ethanol 0.181 0.009 0.174 8.32E-08 7.41E-09 8.50E-08
Glycerol 0.265 0.004 0.275 1.27E-07 3.42E-09 1.31E-07
PMMA 0.249 0.004 0.249 1.21E-07 4.48E-09 1.21E-07
Water 0.235 0.004 0.233 1.04E-07 3.76E-09 1.06E-07

TABLE 5.2. PHANTOM 2 ATTENUATION AND REFRACTIVE
DECREMENT

Material µ̄ ∆µ µt δ̄ ∆δ δt
Canola Oil 0.196 0.009 0.195 7.96E-08 5.68E-09 8.64E-08
Ethanol 0.185 0.010 0.175 7.19E-08 5.37E-09 7.53E-08
Glycerol 0.267 0.008 0.278 1.09E-07 5.22E-09 1.16E-07
POM 0.297 0.004 0.301 1.26E-07 2.72E-09 1.27E-07
PMMA 0.252 0.003 0.251 1.08E-07 2.18E-09 1.08E-07
Water 0.236 0.004 0.236 9.17E-08 2.80E-09 9.39E-08
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TABLE 5.3. PHANTOM RELATIVE UNCERTAINTY AND ERRORS

Phantom Material Uncertainty µ
[%]

Error µ
[%]

Uncertainty δ
[%]

Error δ
[%]

1

Acetone 5.139 4.862 5.068 4.561
Canola Oil 3.631 0.816 6.600 3.312
Ethanol 5.172 4.323 8.910 2.117
Glycerol 1.673 3.58 2.701 3.075
PMMA 1.471 - 3.685 -
Water 1.814 0.782 3.626 1.956

2

Canola Oil 4.707 0.695 7.138 7.823
Ethanol 5.543 5.733 7.466 4.483
Glycerol 2.845 3.877 4.797 6.069
POM 1.286 3.199 2.159 0.724
PMMA 1.243 - 2.023 -
Water 1.813 0.200 3.056 2.185

∆µ. The values of the ring and those from ethanol are close, which seemingly integrates
the ring into µ distribution. The relative error remains below 6 %, being the highest for
acetone in Phantom 1 and ethanol in Phantom 2. In the case of acetone, it stems directly
from the ring artifact, whereas for ethanol the error is genuine and therefore originates
in a combination of an imperfect calibration (on PMMA instead of a simulation) and the
system itself.

As for the refractive index decrements, uncertainty oscillates more significantly but
remains below 10 % in all cases. It is the most prominent for ethanol in both phantoms, a
consequence of the shadowing that in this case differentiates themean of the distributions
from the main peak. The top relative error is found for acetone (Phantom 1) and canola
oil (Phantom 2). The shadows play a dominating role in all high errors for δ̄, since where
not present, the error drops (see water in A.3 and A.4).

Figure 5.2 shows that the system is precise enough to enable material separation de-
spite the described influence exerted by the various artifacts. It also shows the relation-
ship between µ and δ is approaching linearity, as is expected in the energy range of the
scan, where Compton scattering begins to dominate attenuation (figure 2.1). This can be
considered a limitation for the performance of material decomposition because as will be
explained in the following section, it makes the reference points used for the decomposi-
tion fall along the same line.

5.3 Material decomposition

The method for material decomposition was successfully applied on the attenuation and
PC reconstructions of the bacon sample scan (figure 5.3). The least-squares method cho-
sen to solve the pixel-wise problem was the non-negative implementation from SciPy in-
stead of the the bounded solution to the range [0, 1] because of time reasons.
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(a) Phantom 1.

(b) Phantom 2.

Fig. 5.2. Scatter plot µ and δ for phantoms 1 (a) and 2 (b) shows that materials are separable based
because of the precision of the system.

In order to find the theoretical values for µ and δ for protein and lipid, the previously
discussed method (section 4.2.2) was used. This required the calibration of the effective
energy from PMMA. The extraction of Eδ was problematic because of the very strong
shadowing effects. As a consequence, the edge of the walls of the container are indistin-
guishable from water as seen in figure 5.3. In fact, it was numerically found to stand at
Eδ = 80.78 keV, which is not feasible given that the beam operates at 70 kVp.

The problemwas tackled bymanually adjustingEδ to calculate the protein and lipid δ
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values. The chosen energywas 68 keV, as this enabled the basismaterials’µ and δ values to
form a triangle that encompasses the data distribution as may be visualized in figure A.5.

Despite the described limitation, the decomposition was achieved. The region that
is highlighted as protein corresponds to the lighter regions within the meat attenuation
reconstruction, which is congruent with reality: protein is denser than fat, which results
in higher attenuation coefficient and thus, lighter pixel values. Same applies to the other
two basis materials.The decomposition is especially visually precise inside the inner ring,
one of the few regions where water is recognize as water only with no lipid and protein
content.

5.4 Limitations and future work

The main limitation for the completion of the project originated in the artifacts from the
imaging system. The rings that are produced by the slight misalignment of the G2 grat-
ings, which produces a discontinuity in the phase maps that directly impact the values
of the reconstruction of the attenuation and PC volumes. As has been stated, this is the
main obstacle in the quantitative consideration of the pixel values, which is a must to
tackle decomposition analytically with methods such as the one proposed here.

The above accentuates once more the importance of finding reliable ways to remove

(a) Lipid content [0, 1]. (b) Protein content [0, 1]. (c) Water content [0, 1].

(d) Attenuation, center. (e) Phase contrast, center. (f) Material decomposition.

Fig. 5.3. Material decomposition applied on the volumes from the bacon sample. The lipid (a),
protein (b) and water (c) maps combined make the color-map in (f) as its RGB channels
respectively.
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the ring artifacts that do not induce blurring or diminish the quantitative precision of the
system. Longer exposition times, provided, for instance, by more scans or slower rotation
would improve the statistics by averaging the effects of quantum noise that are inherent
to X-rays, but as has been shown, the ring and shadowing artifacts would likely prevail.

Therefore, the first step should be addressing this issue. A search of an ideal set of pa-
rameters of the pre-processingmethodswould be appropriate. The alignment of the three
G2 gratings could also be optimized to obtain a continuous phasemap. Next should come
the development or implementation of more complex methods that target ring artifacts.

In terms of material decomposition, the pipeline to followwould be to use the method
on real mammography images. The decomposition could also be implemented for a dif-
ferent trio of basis materials, such as by substituting protein or water for glandular tissue.
Once the method has been proven to work on the target data, it will be included in the
pipeline for reconstruction and analysis.



Chapter 6

Conclusions

The assessment of the system was a confirmation of the quantitative capability of the
imaging geometry, acquisition, and pre-processing pipeline that is used in the static-
setup. The main outcomes of this project may be summarized as follows:

• The imaging system is quantitative. It is able to retrieve the attenuation coefficient
and refractive index decrement distributions in the scanned samples accurately. The
highest relative error with respect to the calculated theoretical values stood below 6
and 8 % respectively.

• The relationship between attenuation and refraction is close to linear for a source
operating at an effective energy of Eeff = 46 keV before the sample, which results
in a narrowing of the decomposition space.

• Material decomposition is successful despite the artifacts and the reduced separa-
tion space.

• Artifacts are one of the main contributors to such relative error. They can signifi-
cantly deviate a pixel value from its ideal.

29
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Appendix A

Supporting results figures

(a) Attenuation coefficients.

(b) Refractive index decrements.

Fig. A.1. Phantom 1 profile by materials in z-direction, for attenuation coefficients (a) and refrac-
tive index decrements (b) after smoothing.

A-1



Supporting results figures A-2

(a) Attenuation coefficients.

(b) Refractive index decrements.

Fig. A.2. Phantom 2 profile by materials in z-direction, for attenuation coefficients (a) and refrac-
tive index decrements (b) after smoothing.



Supporting results figures A-3

(a) Attenuation coefficients.

(b) Refractive index decrements.

Fig. A.3. Phantom 1 histogram by materials for attenuation coefficients (a) and refractive index
decrements (b).



Supporting results figures A-4

(a) Attenuation coefficients.

(b) Refractive index decrements.

Fig. A.4. Phantom 2 histogram by materials for attenuation coefficients (a) and refractive index
decrements (b).



Supporting results figures A-5

A.1 Acquisition

A.2 System assessment

A.3 Material decomposition

Fig. A.5. Distribution of µ and δ values in the bacon sample reconstruction. The values found at
the effective energies for the basis materials are also represented.
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